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Understanding European Systems
of Competence Building

Edward Lorenz and Bengt-Ake Lundvall

1.1. INTRODUCTION

Over the last decade there has been a growing consensus among policymakers
all over the world that knowledge has become of great importance for wealth
creation and that innovation is an important driver of economic growth.
International competitiveness is no longer seen primarily as a question of low
wages and currency rates. In OECD countries, it has been generally realized
that a national strategy focusing on relative cost advantage is doomed to fail
in a context of an increasingly global competition where major economies,
such as China and India, enter markets both for manufacturing and for
services on a big scale. The gap in wage costs is too big to be closed by wage
policies. Currency policies have proved to be of limited relevance for the
competitiveness of a national economy. Even big changes in currency rates—
as the current devaluation of the US dollar illustrates—do not have the
expected dramatic effect on market shares.!

These insights were reflected in the Lisbon declaration where the goal was
set for Europe to become ‘the most dynamic and competitive economy’ of the
world. Competitiveness was linked explicitly to ‘dynamic efficiency’, to the
knowledge base of the economy and to the innovation system. But the shift
from a static to a more dynamic perspective on competitiveness has been far
from complete. While innovation policy has become more visible in the
public discourse, those responsible for ‘general economic policy’ have
remained faithful to the credo of standard economics and to the more static
views on policy and institutions inherent in this perspective.

This book aims at bringing the understanding of the dynamic interplay
between knowledge creation, learning, and innovation on the one hand, and
the economic performance and competitiveness of Europe on the other, some
further steps ahead. It contributes with new items to the agenda for European
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socio-economic research and new theoretical foundations for European
policymaking. There is a growing concern that the objectives set in the Lisbon
process will not be reached. Some ascribe this to the unwillingness of
European policymakers to pursue radical structural reforms aiming at freeing
up market forces in the economy. The alternative view behind this book is that
this perspective is too simplistic and that a deeper and fuller understanding of
how Europe’s economies learn should lead to institutional reforms that
combine the flexibility of markets with collective responsibilities and
investments in collective infrastructure.

The Lisbon declaration presents Europe as ‘one economy’, and there is a
tendency to compare this economy with the economies of Japan and the US
in benchmarking exercises. Standing alone such a perspective is seriously
misleading. It needs to be complemented with an understanding of the
fundamental differences between Europe’s economies. It might have value
as signalling a normative agenda for Europe but when it is mistakenly used
as analytical concept, things go wrong. General prescriptive policy at the
European level must take into account the systemic differences between the
countries in Europe.

In what follows we start by summarizing some of the evidence assembled in
this volume to characterize this diversity across European nations. We then
present an evolutionary framework for analysing the links between national
systems’ capacity to innovate and their institutional arrangements at the levels
of labour markets, financial systems, and education and training systems. We
conclude by considering how diversity in Europe’s socio-political systems has
shaped and constrained processes of institutional change at both the national
and EU levels. We argue that it is only by giving due recognition to these
socio-political differences that progress will be made in establishing more
‘Europe’ in the areas of science, technology, and innovation.

1.2. DIVERSITY IN EUROPEAN SYSTEMS
OF COMPETENCE BUILDING

One major difference between standard economics and industrial dynamics/
evolutionary economics is that history and institutions matters. The ‘innov-
ation system’ concept signals that the economic structure and the current
institutional set-up, both with historical roots, need to be analysed and
understood in order to set policy priorities. Comparative studies which aim
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to define and transplant generally valid ‘best-practice’ are not useful, while
‘learning by comparing’ different systems may be useful in order to understand
the characteristics of each single system (Lundvall and Tomlinson 2002).

If used in a naive way, international benchmarking where countries are
ranked according to a number of ‘good’ variables such as amount of R&D or
frequency of research collaboration between public and private may be
harmful. It is not helpful to aim at getting to the top in every single category
in the ‘scoreboard’ and doing so is no guarantee that a system is promoting
wealth and welfare. Used intelligently, with an understanding of the systemic
features of the national economy, benchmarking may provide useful insights
as to where, when, and how to intervene with public policy and with attempts
to redesign institutions.

Tomlinson’s chapter takes a first step in developing this more intelligent
and systemic approach to benchmarking. By breaking down simple indica-
tors, like R&D spending, and combining them with other measures, he
develops composite measures that provide a representation of learning styles
across Europe that is at odds with the effort to pick winners and losers.
Countries that are ahead according to certain indicators may be behind
according to others. For example, if we examine the trend in the intensity
of private—public research links over the 1980s and 1990s, a sort of cyclical
effect can be observed for many countries with the general trend being an
increase in intensity except for the US. If we then plot GDP growth against the
measure of private—public links, we find that the US ranks low in terms of
linkage intensity but has healthy growth rates, the UK ranks high in terms of
links but has relatively low growth rates, and Ireland ranks high on both
scales.

Complex trends and relations such as these belie any attempt to identify a
best-practice model to which all European nations should be encouraged to
converge. The point here, as Tomlinson observes, is not to argue that Euro-
pean nations cannot learn from each other, but rather that policy needs to be
situated relative to local context. Valuable lessons can be learned from bench-
marking-type exercises, but this should not get in the way of local strengths in
a futile attempt at destroying what makes a nation or region different.

A similar point about the need to frame policy from recognition of the
diversity of European systems emerges from Ho and Verspagen’s analysis of
processes of knowledge diffusion across Europe. While they find strong
empirical support for the view that national borders do hinder knowledge
spillovers, they also identify a number of ‘higher-order’ regions which play a
central role in the diffusion of knowledge across national borders within the
EU. Most countries according to their data have regions which serve as
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gatekeepers, transferring knowledge from abroad into its own country. This
may occur because of their exceptional ability to attract multinationals and to
extract knowledge from them, thus promoting cross-national knowledge
flows.

Such regional diversity need not be seen in a negative light relative to
European integration and the construction of a European Research Area
(ERA) in particular. Rather, it means that the ERA should be characterized
as a network composed of parts which differ. Policy should take into account
the differences among regions, and knowledge diffusion policies in particular
should take into account the existence of a number of higher-order regions
that serve as hubs.

In the current concern that objectives of the Lisbon process will not be
realized, it is often forgotten that the Lisbon declaration was more than a call
for greater competitiveness. In fact, it set the goal for Europe, ‘to become the
most competitive and dynamic knowledge-based economy in the world
capable of sustainable economic growth with more and better jobs and greater
social cohesion’ (Rodrigues, this volume, p. 387). Combining competitiveness
with other features defined a distinctively European trajectory to the know-
ledge-based economy.

A special problem with the knowledge-based economy is that it may create
growing inequality in terms of income and earnings distribution (Lundvall
2002; Rodrigues, this volume). Cappelen’s chapter provides up-to-date
empirical evidence on changes in wage dispersion for OECD countries.
There is, of course, a vast literature on this and the tendency towards
increased wage dispersion in the US and the UK and to a lesser extent in
Canada and Australia for the 1980s and the early 1990s has been documented.
This same difference in trend between the Anglo-Saxon countries and other
OECD countries is partially confirmed through 1990s, and if we compare
levels of dispersion in 2000 or 2001, it is possible to distinguish three groups
of nations: the Anglo-Saxon countries with relatively high dispersion,
the Continental European nations with intermediate levels, and the Nordic
European nations with relatively low levels of dispersion.

While there is no systematic relation between the level of dispersion and the
relative unemployment rates for skilled and unskilled labour, Cappelen does
identify a negative correlation between wage dispersion and measures of
labour market regulation including the degree of coordination in collective
bargaining. Further, there is a considerable overlap between those nations
characterized by both low dispersion and high levels of bargaining coordin-
ation and the group of nations that Lorenz and Valeyre (this volume) identify
as intensive users of ‘learning’ forms of organization.
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Cappelen concludes by suggesting that institutional arrangements across
Europe have mediated in different ways the appropriation of productivity gains
associated with increased investments in knowledge creation. In the deregu-
lated labour market settings of the Anglo-Saxon nations, the accent has been on
private appropriation of gains and inequality has increased. In the Continental
European and Scandinavian nations, labour markets are relatively regulated
and the accent on private public partnerships and strong firm linkages has
resulted in lower levels of inequality. These, albeit tentative, conclusions bolster
the view developed in this volume that innovation dynamics are tightly
connected to the characteristics of socio-political systems and, in particular,
to the mechanisms whereby the benefits and costs of change are redistributed.
The following section develops a general framework in this light.

1.3. AN EVOLUTIONARY FRAMEWORK FOR ANALYSING
HOW ECONOMIES LEARN

1.3.1. Building on the NSI Framework

While the national system of innovation (NSI) concept signals that both the
economic structure and the institutional set-up need to be analysed in order
to set policy priorities, it is obvious that different authors mean different
things when referring to a NSI. Some major differences have to do with the
focus of the analysis and with how broad the definition is in relation to
institutions and markets.2

Authors from the US with a background in studying science and technol-
ogy policy tend to focus the analysis on ‘the innovation system in the narrow
sense’. They regard the NSI concept as a follow-up and broadening of earlier
analyses of national science systems and national technology policies (see for
instance the definition given in Mowery and Oxley 1995: 80). The focus is on
the systemic relationships between R&D efforts in firms, science and tech-
nology (S&T) organizations, including universities and public policy.

Freeman (1987) developed a more organizationally grounded concept that
took into account national specificities in the way firms organize innovative
activities. He emphasized, for example, how Japanese firms increasingly used
‘the factory as laboratory’ Researchers at Aalborg (Lundvall 1985; Andersen
and Lundvall 1988) also developed a concept of innovation systems where
there are other major sources of innovation than science. Innovation is seen as
reflecting interactive learning taking place in connection with ongoing activ-
ities in production and sales. Therefore, the analysis takes its starting point in
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the process of production and the process of product development assuming,
for instance, that the interaction with users is fundamental for product
innovation.

None of these approaches, however, gave sufficient attention to the broader
set of institutions shaping competence building in the economy such as
labour markets, the education and training system, and their relation to
systems of corporate governance. Nor did they consider the broader connec-
tions between these institutional subsystems and national political cultures
and welfare regimes. A major concern of this volume is to build on established
work in the NSI tradition to develop a broader and more integrated under-
standing of national systems of competence building. Moreover, the wider
perspective developed in this volume seeks to give due attention to the role
played by informal experienced-based learning in determining the pace and
‘style’ of innovation. This is seen as complementary to more formal processes
of learning based on investments in R&D and on firms’ capacities to absorb
external sources of codified scientific knowledge.

In order to capture this wider set of interactions in a dynamic perspective,
we introduce an evolutionary framework for analysing how economies learn.
The framework links up three levels: transformative pressures, capabilities to
innovate, and the way different national systems redistribute the costs and
benefits of change. Without taking into account the relations between these
different levels and how they are connected to different institutional subsys-
tems, it is difficult to judge the impact of different specific forms of innov-
ation policy on the welfare of citizens. For Europe as a whole, getting these
broader settings to converge is a much greater and more difficult challenge
than diffusing specific best-practice innovation policies.

The starting premise in the framework is that globalization, deregulation,
and information technology have resulted in an acceleration of economic
change. The assumption is that competition in OECD countries has changed
so that now a bigger share of the labour force than before are required to
participate in frequent processes of learning and forgetting. This idea is
summed up in the notion of ‘the learning economy’.4

In a globalizing learning economy, even big national systems are increas-
ingly exposed to transformation pressure. The transformation pressure will
affect the population of firms in two ways. On the one hand, firms will be
created and destroyed, and on the other, surviving firms will change in terms
of organization, technology, and capability. At the level of the labour market,
this process will be reflected in dynamics where workers will gain, lose, or
change jobs while learning and forgetting skills and competences.

A crucial characteristic of a national system is how it responds to an
increase in transformative pressure. The capability to innovate and to adapt
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will reflect systemic features having to do with how easy it is to establish
interactive learning within and across organizational borders (social capital)
and with the preparedness to take risks (entrepreneurship). Organizational
capabilities and the competence structure of the workforce play an important
role. Social cohesion may be an important factor behind social capital while it
might get in the way of entrepreneurship.

The mechanism for redistribution of costs and benefits emanating from
change differs between national systems. In the Anglo-Saxon countries, the
basic idea is that individuals should carry as much as possible of both benefits
and costs. In the Nordic countries, universal tax financed welfare systems
redistribute in favour of individuals that lose their job or become handi-
capped. The more conservative systems in place in Continental European
countries tend to redistribute through employment-tied public insurance
systems. In Southern Europe, where systems of social protection are relatively
weak, the family can still play an important role as redistributing mechanism.

Figure 1.1 below builds on the framework developed in Archibugi and
Lundvall (2000) to link transformation pressure to the capacity to innovate
and to the distribution of costs and benefits of change. One view is that
processes of globalization and the diffusion of ICT will result in a progressive
convergence of national systems and innovative styles and performance. The
alternative view developed in this book is that capabilities to innovate and to
adapt reflect systematic differences in national institutional arrangements at
the levels of the science and technology system, labour markets, education
and training, and finance. These institutional subsystems will impact on how
knowledge is developed and used within organizations, and these organiza-
tional differences in turn will have a bearing on innovation pace (fast or slow)
and innovation style (incremental or radical).

But national differences in innovation systems need to be seen in an even
broader perspective. Europe’s economies differ in terms of their political
cultures and social welfare systems, and these differences are fundamental
for how the different national economies respond to transformation pressure.
This is partly because of the way feedbacks from the distribution of costs and
benefits affect the capacity to innovate and to adapt. An uneven distribution
may create a negative attitude to change among those who mainly register the
costs and if there are high degrees of insecurity among individuals, they will
tend to oppose change. This is one of the reasons why social cohesion is
crucial for the learning economy. But a redistribution of income that is too
ambitious may lead to weak economic incentives and hamper individual
entrepreneurship. We should therefore expect to find different (more or less
participatory) modes of innovation in national systems with different redis-
tribution strategies, and this is confirmed by comparative work on national
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Figure 1.1. A model linking transformation pressure to the capacity to change and to
the distribution of the costs and benefits of change

innovation and learning systems (Amable, Barré’, and Boyer 1998; Lorenz and
Valeyre, this volume; Whitley, this volume).

A second kind of feedback mechanism goes from the ability to innovate to
transformation pressure. An increase in innovative capacity tends to stimulate
entrepreneurship and the building of more flexible organizations. This

implies a selection of people and institutions that are more change oriented,
and this further increases transformation pressure.

1.4. UNDERSTANDING CAPACITIES TO INNOVATE

If we open up the ‘black box’ of firm-level knowledge use and development,
we can characterize types of knowledge along two main axes: individual
versus collective or dispersed; and explicit versus tacit or implicit. This gives
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rise to a four-way taxonomy of knowledge types which may be more or less
developed in different organizational forms (Lam and Lundvall, this volume).
Knowledge that is embodied in the individual employee and thus relatively
portable (e.g. professional or skilled craftsman) but nonetheless has sign-
ificant tacit elements based on practical problem-solving experience tends to
characterize what Mintzberg (1979) refers to as ‘the operating adhocracy’.
More dispersed or collectively embodied knowledge of a highly tacit and firm-
specific character correspond to ‘the J-form’” organization (Japanese firm) as
described by Aoki (1986). Knowledge in the ‘machine bureaucracy’, which
operates on the basis of formal hierarchies and a breakdown of work into
detailed jobs, is both explicit and dispersed or collective. Individually
embodied knowledge that is codified according to established professional
standards corresponds to the ‘professional bureaucracy’. In comparison with
the two organizational forms with high levels of tacit knowledge, work in the
machine and professional bureaucracies tends to be highly standardized.

These different organizational forms can be expected to give rise to differ-
ent rates and styles of innovation. Innovation rates can be anticipated to be
relatively high in the operating adhocracy and the J-form compared to the
two bureaucratic forms of organization. However, the operating adhocracy
tends to surpass the J-form in terms of radical innovations. This is because of
the greater scope the operating adhocracy offers experts to autonomously
explore novel solutions to problems and because of the ease of reconfiguring
the mix of competences due to competences being individually embedded
and hence portable on the labour market.

The empirical evidence for the Danish economy presented in Nielsen and
Lundvall (this volume) provides support for the postulated link between
organizational form and rate of innovation. Danish firms adopting organiza-
tional practices characteristic of the operating adhocracy or the J-form (e.g.
delegation of functions, extensive horizontal communication, high levels of
investment in human resource development) have a higher probability of
innovating a new product or service than firms using more hierarchical
practices characteristic of the ‘machine bureaucracy’.

Limited/narrow Fast/incremental Fast/radical

Machine bureaucracy J-form organization Operating adhocracy

Professional bureaucracy

Figure 1.2. Rate and style of innovation
Source: Lam and Lundvall (this volume, p. 125).
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Developing empirical indicators of the degree to which innovations are
radical as opposed to incremental is more problematic than developing
innovation rate indicators. The distinction is often seen as corresponding to
the degree to which innovations are competence destroying as opposed to
competence enhancing. However, survey manuals, such as the Oslo Manual,
which establishes conventions for the European Community’s innovation
surveys, do not propose guidelines for measuring this distinction. A related
distinction that has been measured in European survey instruments is
between innovations that are ‘new to the market’ and innovations that are
‘new to the firm’ Strictly speaking, this is not identical with the radical-
incremental distinction, since introducing a ‘new to the firm’ innovation that
was originally developed elsewhere may require the firm to make radical
changes to its mix of competences. The new to the market/new to the firm
distinction does capture some of what the radical-incremental distinction
aims to represent, since developing innovations that are new to the market
depends on the firm’s capacity to explore new knowledge.

The empirical evidence presented in Lorenz and Valeyre (this volume) for
the fifteen member states of the EU in 2000 supports the view that ‘the
operating adhocracy’ form of organization is superior in terms of developing
new for the market innovations. Their empirical analysis distinguishes
between two organizational forms with strong learning dynamics, what they
refer to as the ‘autonomous learning’ forms and the ‘lean’ forms. The former
(which corresponds to the operating adhocracy) can be distinguished from
the latter (which corresponds to the J-form) by the lesser importance of team
forms of work organization and by the higher levels of autonomy that
employees exercise in their work. The empirical analysis (see Figure 6.4;
p- 153) shows that the relative importance of ‘new to the market’ innovations
tends to be higher in those nations where the autonomous learning forms of
organization are overrepresented compared to the EU average. For example,
the UK, which is characterized by a relatively weak development of the
learning relative to the lean forms of organization, stands out for the low
importance of new to the market innovations relative to those that are merely
new to the firm.

1.4.1. Institutional Frameworks

The four-way classification of firms and types of knowledge can be connected
to differences in labour markets and education and training systems. Educa-
tion systems can be distinguished according to whether they are narrow
‘professional oriented” or broad ‘competence-based’, and labour markets can
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be distinguished according to whether they take the form of occupational
labour markets (OLMs) characterized by high levels of mobility, or internal
labour markets (ILMs) characterized by relatively stable employment and
well-structured internal career paths. This gives rise to a four-way classifica-
tion of ‘models of competence building’, which may be more or less developed
in different nations. Thus, the combination of ILMs and narrow professional
oriented education and training provides a favourable institutional setting for
the ‘machine bureaucracy’ forms of organization, while ILMs combined
with relatively broad competence-based training systems provide support
for the J-form organization. The presence of OLMs in combination with
broad competence-based training underpins the ‘operating adhocracy)
while the ‘professional bureaucracy’ tends to flourish where OLMs are
combined with narrower professional-oriented training (Lam and Lundvall,
Figure 5.4, p. 125).

As Lam and Lundvall stress, the taxonomy is a set of ideal types and it is
implausible that any national economy could be adequately characterized in
terms of one of the pure models. This is so not only because hybrid arrange-
ments can be found but also because the institutional conditions supporting
particular types of organizations and innovation trajectories may have a
regional as well as national base. This latter point applies to the operating
adhocracy whose capacity for radical innovation is based on the way its
members combine formal knowledge with tacit knowledge derived from a
rich practical experience of problem-solving. Such organizations are under
pressure to bureaucratize because of the difficulties they face in accumulating
and transferring tacit knowledge. This explains why such firms often tend to
flourish in regional settings where localized networks of firms provide the
necessary ‘social capital’ for the efficient transfer of tacit knowledge in an
inter-firm career framework.

These considerations help to explain the fact that the UK economy overall
performs so poorly in terms of radical or ‘new to the market’ innovation. The

Occupational labour market | Internal labour market
Narrow professional Professional bureaucracy |Machine bureaucracy
education system (narrow innovation) (slow/limited innovation)
Broad competence-based |Operating adhocracy J-form organization
education system (radical innovation) (incremental innovation)

Figure 1.3. Labour markets, education systems, and organizational models
Source: Lam and Lundvall (this volume, p. 125).
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operating adhocracy tends to be found in a few isolated contexts, such as the
cluster of high-technology firms around the University of Cambridge, where
there is an active process of inter-firm mobility of entrepreneurs, consultants,
and researchers. Outside of these high-tech clusters, the UK institutional
framework, with a weak system of vocational training that is more suitable
for the requirements of standard jobs than those requiring creative problem-
solving, tends to support the development of bureaucratic forms of organ-
ization or possibly hybrid arrangements combining features of the machine
bureaucracy and the J-form (see Bessy, this volume). The evidence of Lorenz
and Valeyre (this volume) is largely consistent with this interpretation of the
UK innovation system.

The taxonomy also provides a way of understanding the very wide diffusion
of the operating adhocracy forms of organization in the Scandinavian coun-
tries (see Lorenz and Valeyre, this volume, p. 149). As a number of authors have
observed (Amable 2003; Lundvall 2002), these nations can be distinguished
from the Continental European nations by the way relatively weak levels of
employment protection are combined with systems of social protection that
reduce the costs and risks of job changes. These institutional arrangements
favour the development of relatively high levels of labour market mobility
which, when combined with well-developed systems of vocational and con-
tinuous training, promote the wide adoption of the forms of cooperation and
learning within and between firms characteristic of the operating adhocracy.

As Maskell (1998) observes for the case of Denmark, these conditions
favour the development of a set of localized capabilities that are tacit and
hard to imitate for outsiders. However, in comparison to Sweden and Finland,
or the high-tech clusters in the UK for that matter, Denmark stands out for its
relatively ‘low-tech’ industrial specialization and for an innovation style that
is more incremental than radical. This arguably reflects distinctive features of
its science and technology system including a predominance of small firms
specialized in low-technology manufacturing sector and less well-developed
links between universities and industry (Lundvall 2002).

1.4.2. Corporate Governance and Innovation Style

The taxonomy on innovation systems developed here, based on a differen-
tiated understanding of how knowledge is used and developed within firms,
can be linked up with the framework developed by Tylecote (this volume) and
Tylecote and Conesa (2004) to provide an understanding of the relation
between systems of corporate governance (shareholder vs. stakeholder),
organizational forms and innovative style. The starting point here is the
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common observation that shareholder systems are more supportive of radical
innovation than stakeholder systems, since shareholder systems are conducive
to a rapid redeployment of assets that might be resisted by ‘insiders’ in
stakeholder systems. This suggests that shareholder systems are highly com-
plementary to the operating adhocracy forms of organization in supporting
radical innovation.

This line of argument needs to be qualified by taking into account another
feature which bears on the suitability of different forms of corporate govern-
ance: visibility. Overall, stakeholders (family shareholders, banks, other firms,
employees) can be expected to have superior firm perceptiveness than outside
shareholders, and thus are in a superior capacity to judge whether the firm
should be funded, and to monitor progress (Tylecote and Conesa 2004). This
suggests a degree of complementarity between stakeholder systems and the
operating adhocracy forms of organization that depend on significant tacit
elements of knowledge which are difficult to observe and monitor for out-
siders. A further feature of innovation which bears on the suitability of
different forms of corporate governance is appropriability. Tacit knowledge
which is embodied in the employee moves with the employee, and it is
impossible for the firm to assert ownership over it. Thus, it is important to
enfranchise such employees as stakeholders.

As Tylecote observes (pp. 189-90), neither of the classic stereotypical forms
of corporate governance (shareholder or stakeholder) appear to be equipped
to exploit the full potential of the new forms of organization which mobilize
both codified and non-codified knowledge in non-standard creative work
settings. Tylecote argues that the future may then lie with hybrid systems that
combine some of the features of shareholder and stakeholder capitalism. The
key actor in these hybrid systems are the ‘new institutional’ shareholders with
considerable industry-specific expertise that can use proportionately small
holdings as a basis for engaging management. Along with shareholding
employees, engaged institutional shareholders are characterized by their
concern for long-term profits. However, based on an overview of current
development in Europe, it seems clear that the simple presence of these actors
is not enough to bring about changes in corporate governance. It also depends
on the extent to which a nation’s culture and tradition predisposes
shareholder engagement and employee participation.

The way we have classified innovation systems here has some elements in
common with other classifications and notably with the ‘varieties of capital-
ism’ approach (Hall and Soskice 2000). This is based on a dichotomous
distinction between liberal market economies (LME) and coordinated market
economies (CME). LME are characterized by fluid or active labour markets
and a reliance on the general educational system to supply industry with
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employees whose skills are general hence transferable. Overall, the institutional
arrangements discourage investments in specific and hence non-redeployable
assets. In CME, well-developed vocational training systems provide employers
with industry-specific skills, and relatively secure employment encourages
employees to invest in complementary firm-specific skills. The institutions
of LME (e.g. the UK) are seen as favourable to achieving the rapid reconfi-
guration of competences which radical innovation requires, while the institu-
tions of CME (e.g. Germany) support incremental innovation.

The parsimonious nature of the varieties of capitalism framework makes it
an extremely powerful tool for comparative systems analysis, and its ability to
provide insight into many of the observed differences among nations has been
demonstrated. One way in which the approach developed here differs is in
opening up the ‘black box’ of knowledge management to provide a more
differentiated account of types of knowledge and learning within firms. This
has the advantage of providing insight into some current developments that
are difficult to account for within the varieties of capitalism framework, such
as the strong performance of such CME as Finland and Sweden in high-tech
sectors characterized by radical technological change, or the limited capacity
of the UK economy as a whole for developing fundamentally new product and
processes. It also provides a basis for analysing the southern European nations
where the combination of a relatively weak science base and the use of more
bureaucratic forms of work organization accounts for the more incremental
nature of innovation dynamics.

1.5. STATES, SOCIO-POLITICAL SYSTEMS, AND PROCESSES
OF INSTITUTIONAL CHANGE

The firm-centred approach developed above helps explain how institutional-
ized variation promotes or inhibits the adoption of specific organizational
forms related to differences in innovation rate and style. It also suggests that
there are alternative models for generating different types of innovation which
may lead to societal comparative advantage in different industrial sectors.
One obvious limitation of the approach is that it takes a nation’s institu-
tional framework, or what Hall and Soskice (2000) call its coordinating
institutions, as given. Yet as a number of the contributions in this volume
demonstrate, institutional arrangements in EU nations have changed consid-
erably over the last decade or so. Tylecote, for example, discusses the emer-
gence in the EU of hybrid forms of corporate governance falling somewhere
between the shareholder model traditionally associated with the UK or the
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US, and stakeholder forms as traditionally practised on the continent. Dosi
et al. and Cohendet et al. (this volume) discuss and analyse the impact of
changes in the institutional arrangements that have governed the generation
of scientific knowledge and the relations between science and industry for
much of the twentieth century. The chapters by Cohendet et al., Verdier,
Luciano-Morandat and Nohara, and Bessy analyse changes in the role of
universities and in education and training systems more generally. Whitley
explores the relations between state structures and the development of dis-
tinctive and homogeneous innovation systems and draws conclusions for the
impact of multi-level EU governance on national and regional innovation
systems. Rodrigues as well as Lundvall and Lorenz analyse the relation
between EU multi-level governance and the characteristics of national systems
in order to gain insight into the factors which have held back the process of
EU integration. They agree in arguing that greater attention needs to be given
to national differences and strategies in making progress towards achieving
the goals laid-out in the Lisbon process. Lundvall and Lorenz in particular
argue that a more explicit recognition of the differences that exist in socio-
political systems and the characteristics of national welfare systems is funda-
mental to understand and promote institutional change at the European level.

The chapters in the book thus attest to the evolving and diverse nature of the
institutional subsystems in Europe that shape corporate behaviours and capaci-
ties for innovation. While accounting in general for the changes in institutional
set-ups goes beyond the scope of this volume, the chapters cited above do offer
elements of an explanation. They point to the need to move away from the firm-
centred approach that we have emphasized above and to focus more squarely on
the actions of governments in relation to the characteristics of socio-political
systems. The point here is not to ignore the contribution of enterprises to
processes of institutional change, but rather, as Hall and Soskice (2000) have
observed, to give recognition to the fact that changing the collective rules that
shape corporate behaviours typically requires government intervention to intro-
duce legislation supportive of the new institutional arrangements.

The capacities of governments in these respects are sharply constrained by the
characteristics of the socio-political system and notably by the interests and the
degree of organization of key socio-political groups. One reason for this, as
Amable (2003: 68) observes, is that governments will be reluctant to introduce
changes that threaten the interests of dominant socio-political groups. Corres-
pondingly, institutional changes in which these powerful groups have little
interest often prove easier to bring about. However, it may also be the case
that governments are constrained in what they can achieve because the relevant
socio-economic groups, such as employers or labour, are poorly organized. As
Whitley (this volume) observes, weak collective organization can prove an
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obstacle to institutional changes calling for new forms of cooperation in cases
where there are problems of free-riding that can only be solved through the
ability of peak organizations to coordinate individual behaviours, possibly by
imposing sanctions on members who deviate from the new rules of the game.

1.5.1. Science-Industry Links Promoted by Public Policy

These points are illustrated in various ways by the chapters of the book
focusing on changes in science-industry links and more generally on the
transformation of European education and training systems. For example,
the chapters by Dosi et al. and Cohendet et al. detail the considerable changes
that have occurred over the last two decades in the ‘open science institutions’
that have governed the generation of science and the relations between science
and industry for much of the twentieth century. The classical system that was
fully developed in the decades following the Second World War is character-
ized by a science-base that is largely the product of publicly funded research
with the knowledge produced by that research being largely open and avail-
able for potential innovators to use (Nelson 2004). Underlying this system
was a distinctive organization and culture consisting of a scientific commu-
nity largely relying on self-governance and peer evaluation and committed to
‘an ethos of disclosure of research results driven by “winner takes all”
precedence rules’ (Dosi et al., this volume, p. 208).

As the two chapters document, important areas of science are now much
more under the sway of market mechanisms in Europe than used to be the case,
and this is reflected in the growing attractions of a new model of the ‘entrepre-
neurial university’ inspired by an at best imperfect understanding of how US
research universities operate. The key elements of this emerging model, which
can be observed to varying degrees across Europe, are the progressive substitu-
tion of private for public funding, increased private appropriation of publicly
funded research, and an increased emphasis on strategic alliances between
universities and industry including the development of hybrid organizations
within networks of heterogeneous actors (universities, public laboratories,
private consultants, etc.) capable of responding to an increasing demand for
interdisciplinary research projects on the part of firms.

While the authors recognize that none of these developments are entirely
new, they also point to the key role of government policies at the national and
EU levels in promoting change. Legislation that has framed the commercial-
ization of research in higher education establishments in the US, such as the
Bayh-Dole Act, has been used as a model in several EU countries, including
the UK, Finland, Austria, and France. EU programmes have been framed
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within a perspective that gives priority to user needs, interactions with
industry and achieving concrete results in a short time span. Relatively
small amounts of funding have been set aside for fundamental research within
universities. The Sixth Framework Programme, as the authors observe, calls
for focusing European R&D investments in the fields likely to generate, in the
medium term, profits for economy and society and relies on new instruments
certain of which (e.g. networks of excellence) explicitly preclude using EU
funds for research.

Both chapters raise important questions about the desirability of these
changes for the longer-term technological and innovative performance of
European nations. Dosi et al., while recognizing the diversity of performances
across Europe, provide evidence that Europe as a whole has made little
progress in closing the gap relative to the US in terms of technological
capability. They argue that relative weak technological performance is due
not to the absence of university-to-industry transfer mechanisms but rather
to the failure of European firms to exploit the available opportunities reflect-
ing their weak absorptive capacities.

1.5.2. European Diversity in Education Systems
and Knowledge Development

While the chapters by Dosi et al. and Cohendet et al. focus on certain trends
that are common to many EU nations, the papers by Luciano-Morandat and
Nohara, Verdier, and Bessy move in for a closer inspection of the differences
that exists across Europe. Luciano-Morandat and Nohara provide a detailed
international comparison of one dimension of changing university—industry
links: the mode of production and deployment of Ph.D.s within industry. The
evolving labour market mechanisms within which Ph.D.s operate constitute
one aspect of what the authors refer to as a new ‘intermediate labour market’
between academia and industry characterized by the co-production of
resources and competences. As such it is a facet of the more general strength-
ening of university—industry links described by Cohendet et al.

While new hybrid labour market arrangements are common to the coun-
tries examined, one can identify national differences in the way groups and
interests are organized. For example in France, where formal research systems
are organized into relatively strong hierarchies of prestige and resources tend
to be concentrated in a small number of elite institutions, not only is there
relatively little career mobility across different segments of the research system
but academic and industrial careers tend to remain separate (see Whitley, this
volume, p. 359). This contrasts with the situation in the UK where the diversity
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and competition between universities and research establishments generate
considerable mobility, at least in the early stages of Ph.D. careers. Another
effect can be seen in terms of the precariousness of employment, with civil
service status stabilizing the situation of young university or public sector
scientists in France, while relatively long selection processes result in a
precarious situation for young scientists in the UK and Germany.

Verdier’s discussion of developments in France over the last two decades
brings out in a quite striking manner the links between specific features of the
French socio-political system, the evolving nature of its education and train-
ing system, and the performance characteristics of its innovation system.
Prior to the 1990s, a distinguishing feature of the French system was the
role played by the upper levels of the French civil service coming from the elite
engineering schools and the civil service college (ENA) to conduct State-led
technology policy based on their control of the larger enterprises that were
nationalized in 1945 and in 1981. These arrangements underpinned France’s
state coordinated mission-oriented innovation model directed to the produc-
tion of complex high-technology products. Further, the combination of an
elitist and narrow professional educational system combined with the weight
of ILM structures helps, as the taxonomy of Lundvall and Lam suggests,
account for the traditional importance of bureaucratic forms of work organ-
ization in France that were poorly adapted to competing on the basis of a
capacity for incremental innovation in such established technology areas as
vehicles, electrical engineering, and iron and steel.

As Verdier observes, from the 1990s these same elite networks benefited
from their privileged position in the ‘worlds’ of finance, major industrial
groups and state administrations to mobilize resources in the interests of new
management structures that were relatively autonomous from the State and
more adapted to competing on the basis of incremental innovation. Key
to this restructuring were the privatizations beginning in 1986 and the
considerable development of new human resources based on the expansion
of third-level education which increased its production of specific vocational
qualifications. One result was a segmented workforce characterized by a
marked split between operating personnel with few qualifications and often
precarious work situations and a younger cohort of technical personnel with
permanent positions. On these bases a distinctively French version of ‘diver-
sified quality production’ emerged, characterized by a relatively hierarchical
organization of work (Coutrot 1998).

At the same time other features of the French innovation system connected
to the dominant role played by these elite networks proved an obstacle to
establishing technological excellence in new sectors, such as biotechnology
and ICT, characterized by more radical innovation. Publicly financed R&D in
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these sectors is massively non-pluralistic, and the large industrial groups that
receive the lion’s share of government R&D credits (OST 1999) are reluctant
to recruit university Ph.D.s and show a continued preference for recruiting
their research personnel from the ranks of engineers coming out of the elite
‘grandes écoles’. The combination of a polarized R&D system and the inability
of industry to make full use of the science and technology human resources
produced by the university system helps to account for the absence in France
of a dynamic of technological exploration and risk-taking of the sort gener-
ated by small-sized start-ups.

While Verdier’s chapter illustrates the way the interests of dominant groups
set limits on the types of institutional reforms that are attempted, Bessy’s
analysis of the failure of the attempted reform of the UK vocational training
system illustrates how government policies can flounder on the weak collect-
ive organization of key socio-political groups. The National Vocational Qua-
lification (NVQ) system introduced in the 1980s to replace traditional
apprenticeship was a ‘modular’ system designed around the principles of
identifying certain general attributes of jobs that are common to different
industrial and work settings and certifying the acquisition of competences
acquired through on-the-job training at different stages of an employee’s
career. One of the goals was to increase labour market mobility and thus
increase flexibility in terms of firms’ ability to reconfigure their competences.
Another goal was to promote lifelong learning by allowing for continuous
updating of skills while limiting the risks of exclusion of adult workers lacking
initial training in a particular occupation or field.

Bessy argues that these goals have remained largely unmet due to the fact
that the organization of vocational training is de-connected from the collective
organization of employers and workers. On the one hand, in the absence of
such collective employer coordination, there is a marked tendency for com-
petences and certification to be highly firm-specific which goes contrary to the
goal of increased inter-firm mobility. On the other hand, in so far as the system
validates the acquisition of general competences and analytical abilities of the
sort provided by the general education system (e.g. general problem-solving
skills, communication skills, etc.), it runs the risk of reproducing the patterns
of exclusion that are characteristic of the general education system.

1.5.3. Multi-Level Governance and European Policy Challenges

Similar points about the way the characteristics of the socio-political system
limit what governments can accomplish are developed in Whitley’s
chapter focusing on the relation between EU multi-level governance and
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national-level governance. First, he shows how state structures are a principal
factor generating different degrees of homogeneity of actors and strategies
across nation states for the basic reason that states play a central role in
establishing the rules and mechanisms that regulate capital and labour mar-
kets and the education and training system. Nation states differ in the degree
of cohesiveness of these basic institutional mechanisms and in the degree to
which they standardize behaviours and strategies throughout the country.

For example, a relatively high degree of homogeneity may be anticipated in
corporatist state settings where employers, professional associations, and
labour organizations cooperate in the establishment of standardized skill
formation systems that integrate state schools with employer-provided train-
ing. ‘Arm’s-length’ states, such as the US, on the other hand, focus on
establishing the rules of the competitive game in which varied actors are
free to pursue their objectives. The organization of labour tends to be left
open and subject to capital market constraints leaving employers considerable
freedom to determine strategy. Thus, one can anticipate greater heterogeneity
of corporate behaviours and strategies and more diversity in sectors and
regional innovation patterns in these settings.

Such diversity is of capital importance when we consider the implications
of EU multi-level governance for national and regional innovation. As Whit-
ley observes (p. 371), ‘the EU is less sovereign and autonomous in terms of
setting the collective and operational rules governing innovative activities
than most, if not all, European governments’. This limits its ability to establish
a pan-European innovation policy by establishing rules of the game for firms
and other groups that dominate existing and diverse national ones. Estab-
lishing strong EU institutions governing public science systems and technol-
ogy policies would require, ‘the support of key transnational actors such as
strong European industrial associations and research organizations who
could dominate national ones’ (p. 371).

The policy chapters by Rodrigues and by Lundvall and Lorenz similarly
point to the impact of national diversity on the process of EU integration and
the construction of an EU innovation system. In an overview of the Lisbon
strategy, Rodrigues describes how multi-tiered EU governance has relied on
the ‘open-method of coordination’ calling for different modes of governance
and different types of policy instruments depending on the nature of the
problem and the policy field. Governance modes range from integration
through directives (e.g. the single market) to looser and more contextualized
forms of cooperation and coordination based on the development of frame-
work strategies and the identification of common objectives (e.g. social
inclusion or lifelong learning). In her view, at this phase in the process the
main problem in terms of making progress towards the goals of the Lisbon
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strategy is that many member nations simply do not have well-defined
national strategies for implementation. The key question for each member
state, then, will be how to adapt the European agenda to its specific industrial
and institutional context.

Lundvall and Lorenz in their concluding policy chapter start by referring to
the current impasse following the no-vote on the European constitution in
France and the Netherlands. This presented an image of Europe in disarray,
torn between the classical ideological poles of pro-state and pro-market, and
behind this are actual differences in how state and market combine in the
governance of the economy. They go on to identify the links between national
welfare regimes and labour market structures while the latter, as the taxonomy
developed in the first part of this introduction showed, can be linked to
innovation style and rate. Their broad conclusion is that different welfare
systems support different modes of learning and innovation. Correspond-
ingly, the current political impasse bodes ill for polices designed to establish
more ‘Europe’ in the areas of science and technology and innovation.

The chapters by Rodrigues and by Lundvall and Lorenz converge in arguing
that it is only by recognizing the systemic difference that exists across EU
nations that further progress will be made in achieving the goals set out by the
Lisbon process. Lundvall and Lorenz in particular argue for giving explicit
recognition to the differences in systems of social protection that are all to
often hidden under loose concepts such as ‘structural reform’. In order to
push the debate forward, they suggest that the Danish model may serve not so
much as a best-practice benchmark for reform but as heuristic device point-
ing to possible ways forwards in resolving the tension between market and
state regulation. This is most apparent in the area of the labour market where
the Danish system, more than other systems, is characterized by ‘flexicurity’
consisting in a combination of low levels of employment protection and
relatively high levels of unemployment protection.

1.6. RESEARCH AGENDA FOR THE FUTURE

1.6.1. The Need for a Sustained Holistic Effort to Understand
Competence-Building Systems at the European Level

As we observed in the acknowledgements, this book is the outcome of a major
interdisciplinary effort—the Loc Nis project, organized as an ‘accompanying
measures’ project under the European Union’s Sixth Framework Programme.
The Loc Nis project explicitly set out to engage in disciplinary ‘trespassing’ by
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combining and incorporating research tools and results from domains that
are normally kept separate: management research on knowledge use and
development at the level of organizations; research in the field of education
and training systems, research on the economics of innovation, and the
political economy of state systems.

The set-up of the project made it a kind of test ground for how to organize
interdisciplinary socio-economic research in Europe and its specific research
agenda overlapped with the specific programme in the Sixth Framework
Program on knowledge-based development and social cohesion. We believe
that this volume demonstrates the value of the approach and has provided
new insights regarding emerging patterns of industrial dynamics and their
implication for policy.

On the background of the chapters in this book we could point to a
multitude of specific research issues that require further efforts in order to
enhance our understanding of the learning economy and of national systems
of innovation and competence building. There is a clear need for both
fundamental and applied research focusing on the links between modes of
learning at the level of the firm and the characteristics of the wider institu-
tional setting, including education systems, labour markets, and systems of
social protection. The empirical understanding of learning and knowledge in
working life calls for the development of new indicators and new survey tools.
These are especially difficult to develop in relation to international compara-
tive research.

But rather than going into detail with these challenges that we believe can
be responded to within the context of the Seventh Framework Program, we
will end this introduction by emphasizing the need to develop a new instru-
ment for socio-economic research in the European context. The research
effort needed when it comes to understand the importance of the co-
evolution and transition of the specific national systems of innovation and
competence building in Europe calls for such new instruments. It is not
realistic to establish such an understanding within the framework pro-
grammes in their current form. The traditional model with multinational
teams in projects or networks with limited lifespan cannot solve the task.

We believe that the time has come to establish several national and one
‘European Observatory of Learning, Innovation and Competence Building
Systems” (EUROLICS) with a permanent staff of highly qualified academic
scholars with expertise in different fields, including economics, management,
education, labour market, innovation, corporate and public governance, as
well as social policy. The focus should be on experience-based as well as on
science-based learning, and it should study competence building in high-tech
as well as low-tech sectors. The aim should be to develop a deeper
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understanding of how Europe’s economies learn and to work out the theor-
etical and practical implications.

Such observatories should aim at understanding the systemic features of
each economy and thereby they could support policy learning at the national
and the European level while constituting a necessary complement to the
current efforts to develop benchmarking in specific policy areas. One of the
tasks would be to define bottlenecks and mismatches within each national
system as well as national institutional set-ups that create friction among
European systems. A European strategy for further integration would use
such insights to build a sustainable strategy and to avoid conflicts rooted in
mutual ignorance about national systemic differences.

NOTES

1. For those with a short memory, it is useful to point out that these insights were
developed only over the last two decades. When the OECD ad hoc working group
on science, technology, and international competitiveness came with a report
presenting innovation as a key to competitiveness and criticizing the idea of
‘wage-cost competitiveness’ in 1984, it was so controversial that it did not get
into print. (Lundvall was member of the group and Chris Freeman, as expert,
contributed to its work with a paper where the concept of NSI was mentioned for
the first time—see Lundvall 2005.)

2. To a certain degree, these differences in focus reflect the national origin of the
analysts. In small countries such as Denmark, as in developing countries—a major
concern of Freeman—it is obvious that the competence base most critical for
innovation in the economy as a whole is not scientific knowledge. Incremental
innovation, ‘absorptive capacity’ and economic performance will typically reflect
the skills and motivation of employees as well as inter- and intra-organizational
relationships and characteristics. Science-based sectors may be rapidly growing but
their shares of total employment and exports remain relatively small.

3. Elsewhere we refer to these two partially complementary types of learning as STI
(science, technology, innovation) learning and DUI (doing, using, and interacting)
learning. See Jensen et al. (2005).

4. The idea that organizations and even national economies ‘learn’ is controversial.
Without engaging in any fundamental philosophical debate about methodological
individualism, we will argue that it is useful to apply a perspective where collective
learning is possible. In the case of national systems, aggregate learning might be
defined in terms of the processes of transformation and selection of institutions,
firms, and individuals.
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Do National Systems Converge?

Mark Tomlinson

2.1. INTRODUCTION

There has been much debate in recent years about the question of the
convergence of economic systems. This has taken on a new importance in
European economies in the light of European integration. Not least with the
accession of ten new countries to the Union. The more recent debates have to
some extent blurred the discussion about convergence and what it actually
means.

The chapter proceeds as follows. First of all, after a general discussion of the
importance of convergence, different definitions of convergence will be briefly
explored. While it is not possible here to go into all the details and nuances of
the debates, the concept of convergence will be set within the context of the
European Commission’s enduring fascination with international benchmark-
ing and the use of various uni-dimensional indicators and league tables to
assess the progress of member states (e.g. the Innovation Scoreboard or
‘Trendchart’).

Second, the chapter explores a possible alternative approach that is rooted
firmly within the systems of innovation model (Lundvall 1992; Nelson 1993;
Edquist 1997). This approach will attempt to create composite indicators
using multivariate statistical techniques and OECD time series data. New
‘systemic’ indicators representing different learning styles within national
systems will then be traced over time. This will enable us to see whether
there is convergence or divergence of learning styles within the EC rather than
between monolithic single indicators such as productivity growth or per
capita income, etc. These results are preliminary and meant to illustrate the
usefulness of the technique rather than produce final definitive answers.

With a multidisciplinary spirit, indicators not normally combined together
will be explored to try and begin a debate about the nature of the European
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project and the role of indicators in policy learning. This ultimately would
involve simultaneously combining indicators from education, labour
markets, industrial performance, science, and health, etc.—in other words,
all aspects of the different competence-building systems within the European
community. Only a modest beginning is adumbrated below.

National systems of innovation differ for all sorts of reasons. For example,
education and training is connected to people and competence building and
these systems, being for the most part nationally specific, have evolved in
different ways within Europe. Some of these aspects of innovation systems are
closed and nationally determined while some aspects are more open
to globalizing forces (such as science and technology). The combinations of
different levels of sophistication of nationally specific competence-building
systems and the differing exposure to the intensity of global aspects of
innovation will affect different countries in different ways. It is possible to
combine measures of these different facets of innovation systems into more
useful and balanced indicators.

2.2. DOES IT MATTER IF NATIONAL SYSTEMS CONVERGE
OR DIVERGE?

The conceptualizations of convergence and divergence raise several policy
issues with respect to national innovation systems. If differences in perform-
ance can be identified between nations, it seems only natural that convergence
to some ideal optimum state of play should be encouraged. This seems
particularly relevant when it comes to issues of national income, income
distribution, or poverty alleviation, for example. So the issue of ‘catching
up’ with one’s neighbours seems almost a natural objective to many
policymakers.

When it comes to international trade, policy is still influenced by ideas of
comparative advantage where it is supposed that any sort of specialization in
exports (of almost any kind) will have positive effects for any nation state.
However, it could be argued that it is better to concentrate on specialization
on specific sectors that induce high levels of learning and innovation rather
than predominantly low technology/low learning sectors (Lall 2001). The bulk
of world trade is now becoming dominated by high-technology sectors.
Developing countries that have successfully implemented high-technology
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strategies in this respect seem to have done better (such as the Asian tigers).
Developing countries following low-technology specialization seem to have
done rather badly, although it is far from clear whether this should be seen as
a general rule. Denmark, for instance, stands out as a system that has
historically done very well out of traditional and ‘low-tech’ sectoral special-
ization (Lundvall 2002).

Another aspect of policymaking when it comes to thinking about aspects of
European integration and convergence is the idea that there is a best-practice
strategy whereby particular policies and approaches can be copied from one
state to the next. Especially since the Lisbon Summit in 2000 the idea that
there should be this type of policy benchmarking has become very popular.
Unfortunately this approach is anathema to the systems of innovation frame-
work because the context that policy and strategy exists within will differ in
different countries. What may be a best practice in one context cannot be
blindly copied into another with much hope of success (Lundvall and Tom-
linson 2000, 2002). Institutions and routines may be transferable from one
system to another, but only in very specific and simple cases will this be
successful.

Accordingly, it is not generally logically consistent to be in favour of
convergence with respect to NSI. Systems that apparently perform well on
one measure of ‘success’ (such as R&D expenditure) may perform badly on
another (such as patents or growth). This happens for various institutional
and other complex reasons which cannot be disentangled very easily.
Furthermore, if reasons are forthcoming, these reasons will not necessarily
be the same in other national contexts which have apparently similar set-ups.

It may be that Europe’s biggest strength is actually the variety of its
institutions and systems and this should warn us against the dangers of too
much convergence. Moreover, there are certain models that perform very well
when a narrow number of indicators are chosen to measure success (such as
the US or so-called Anglo-Saxon model—flexible labour markets, low-labour
security, and lack of welfare benefits). But in Europe we have a choice and can
adopt a model where we take different indicators into account, such as
provision of universal health care, education for its own sake, a shorter
working week or whatever. Different European countries can also choose to
adopt different indicators to each other when it comes to assessing the success
of their own systems. This naturally flies in the face of the current thinking
around international benchmarking, which emphasizes ‘naming and
shaming’ and league tables.
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2.3. THE CONCEPT OF CONVERGENCE

Since the debates surrounding the introduction of a common European
currency, the concept of convergence has become much more confused. In
the UK, it is often now meant to refer to some set of criteria (the chancellor,
Gordon Brown’s five economic tests) that will indicate that the UK economy
is sufficiently in line with the rest of Europe to allow entry to the Euro and the
abandonment of Sterling. However, before this the concept had a long history
in economic thought stretching back to at least the 1950s. Godinho and
Mamede (1999: 7) suggest a typology of different approaches to the concept
where there are roughly three different versions:

First of all there is ‘unconditional convergence’ where more backward
economies are expected to converge with more advanced ones. This was put
forward initially in the work of Gershenkron (1962) and Posner (1961). The
same conclusions are drawn to some extent by traditional growth theorists as
well as being in line with a neoclassical trade model. These studies tend to
imply that technological or economic backwardness can be a virtue; e.g.
lagging economies can benefit from more advanced ones by imitating tech-
nological advances developed in the latter (see e.g. Gomulka 1971). Thus,
there is a tendency to converge. Variations might include the neoclassical
model where labour will flow to where wages are higher while simultaneously
capital flows in the opposite direction.

Second, there is the idea of ‘conditional convergence’ This is most obvi-
ously advocated by scholars such as Abramovitz (1986, 1994). These scholars
argue that social capabilities allow certain countries to mobilize resources, but
not others. Therefore, some countries can catch up if the conditions are right,
but this is not unconditional. Economists such as Pavitt (1985) also argued
along similar lines where a certain degree of technological accumulation had
to take place for countries to catch up with their rivals. This accumulation
process is not possible everywhere.

The third variant is termed ‘divergence’. This set of theories argues that
there are tendencies for economies or regions to diverge rather than converge.
Some economic geographers argue, for example, that there are economies of
agglomeration which tend to concentrate resources in particular places such
as labour supply, supply of inputs, and localized knowledge spillovers. This
can create industrial cores without there necessarily being any catching up in
the periphery. Rather, further polarization is a distinct possibility.

According to Godinho and Mamede (1999), the general consensus on
convergence in the EU is that there has been a strong tendency to converge
in the post-war period until around the 1970s. From the early 1970s to the
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mid-1980s this tendency slowed and since then there has been little or no
regional convergence at all. These studies generally use measures such as
income per capita or productivity to measure convergence patterns. In what
follows we take a different approach and create multidimensional systemic
indicators and see whether these reveal patterns of convergence or divergence.

In the evolutionary economics tradition diversity is regarded as a key to
new combinations and to enhance innovative capacity; and ultimately
growth. This diversity is actually necessary in order to reveal the potential
options within the system and, through the process of competition, to
eventually figure out a better way forward for the system. This implies that
capitalist economic dynamics actually may be seen as a process of convergence
and divergence within certain fields at different times. National borders may
sometimes be regarded as barriers to convergence since the options available
are to a degree interlocked with other variables within the national system.
The following analysis shows that there is a great deal of diversity within the
EC (or OECD countries for that matter) whichever of the systemic indicators
is chosen for analysis.

2.4. DATA AND METHODOLOGY

The data come from the OECD Main Science and Technology Indicators
(OECD 2002). This has been used to create a main database of twenty-five
countries with indicators of science and technology from the years 1981 to
2001. The indicators include things such as business enterprise R&D (BERD),
public and private R&D, number of scientists in the labour force, as well as
growth figures and other economic performance statistics.

There are several time series, but many are incomplete and so many of the
countries and/or particular observations drop out of the analysis. The seven-
teen countries ultimately remaining in the analysis below are shown in
Table 2.1.

Several variables were chosen to represent different aspects of the innov-
ation systems of these countries. These are shown in Table 2.2 (the numbers
refer to the OECD variable number in the database). These variables were
included in a factor analysis to try and reduce several complex indicators of
learning systems within nations into a reduced set of systemic indicators that
reflect different coherent strategies within each NSI. They include R&D
statistics (e.g. business R&D measures, labour market statistics such as the
number of researchers in the system, R&D collaboration figures, public sector
research, etc.).
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Table 2.1 Countries in overall analysis

Australia
Austria
Canada
Denmark
Finland
France
Germany
Greece
Ireland
Italy
Japan
Norway
Portugal
Spain
Sweden
UK

USA

2.5. RESULTS OF FACTOR ANALYSIS

The factor analysis of the seventeen countries revealed six interpretable factors
which explained 85 per cent of the variance (the full analysis is shown in
Figure 2.1):

1.

The first factor relates to the general intensity of mainly private R&D
measures. It combines levels of GERD, business and industrial R&D,
number of business researchers, and HERD. It is also negatively associated
with the percentage of GERD financed by government. We refer to this
factor as a ‘general R&D intensity’ factor.

This factor associates government-financed research in business R&D, and
defence R&D. It is negatively associated with BERD financed by industry. This
most likely represents levels of research in defence and areas such as the
medical technologies sector, financed mainly by government. It is therefore
referred to as the ‘public/defence’ research factor below. It is interesting to
note that this spending is negatively correlated with industry-funded BERD,
suggesting that countries where industry BERD is low tend to compensate for
this by using public money to finance research and defence.

This factor represents the growth of the various research expenditure types,
which are all correlated with each other. It combines the growth rates of GERD,
BERD, and GOVERD thus representing a fairly general growth in research
spending within the economy. We refer to this as the ‘R&D growth’ factor.
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Table 2.2 Variables in factor analysis

2. GERD as a percentage of GDP

3.a. GERD—Compound annual growth rate (constant prices)

4. GERD per capita population (current PPP §)

13. Percentage of GERD financed by industry

17. Percentage of GERD performed by the business enterprise sector
18. Percentage of GERD performed by the higher education sector
19. Percentage of GERD performed by the government sector

24. BERD as a percentage of GDP

25.a. BERD—Compound annual growth rate (constant prices)

29. Business Enterprise researchers per thousand industrial employment
35. Percentage of BERD financed by industry

36. Percentage of BERD financed by government

46. HERD as a percentage of GDP

48. Percentage of HERD financed by industry

53. GOVERD as a percentage of GDP

54.a. GOVERD—Compound annual growth rate (constant prices)
55. Percentage of GOVERD financed by industry

60. Defence Budget R&D as a percentage of Total GBAORD

62.d.2. Civil GBAORD for non-oriented research programmes as a percentage of Civil
GBAORD

65.b. Number of patents granted by the USPTO (priority year)

4. This factor includes government R&D and civil GBAORD and represents
some level of government-financed research without necessarily being
applied. This is referred to as the ‘government research’ factor.

5. This factor appears to represent levels of industry-linked public research as
it includes both HERD and GOVERD financed by industry. This is there-
fore referred to as the ‘public—private research’ factor.

6. This is associated with levels of higher education (HE) research as a
percentage of GERD in HE and HERD as a percentage of GDP. It is referred
to as the ‘HE research’ factor. Note that the loadings on this factor are both
negative. To ease interpretation the scores on this factor have been converted
into positives (i.e. a high positive value indicates a high level of HE research).

2.6. USING THE FACTORS TO LOOK AT EUROPEAN
DIVERSITY

Once we have the six factors we can create scores for each factor by country
and year that we have the sufficient time-series data available for and compare
the trends in the changes of the factors over time. Some of these graphs for
western European countries are shown below (the US is also included as a
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Component

2.

3.a. GERD—Compound annual growth

4.

13.

17.

18.

19.

24.
25.

29.

35.

36.

46.
48.

53.
54.

55.

60. Defence budget R&D as a percentage

62.d.2. Civil GBAORD for non-oriented
research programmes as a percentage of

65.b. Number of patents granted by the

GERD as a percentage of GDP

rate (constant prices)
GERD per capita population
(current PPP $)
Percentage of GERD financed
by industry
Percentage of GERD performed
by the business enterprise sector
Percentage of GERD performed
by the higher education sector
Percentage of GERD performed
by the government sector
BERD as a percentage of GDP
a. BERD—Compound annual
growth rate (constant prices)
Business enterprise researchers per
thousand industrial employment
Percentage of BERD financed by
industry
Percentage of BERD financed by
government
HERD as a percentage of GDP
Percentage of HERD financed
by industry
GOVERD as a percentage of GDP
a. GOVERD—Compound annual
growth rate (constant prices)
Percentage of GOVERD financed
by industry

of total GBAORD

civil GBAORD

USPTO (priority year)

1
0.912

0.910

0.792

0.831

—0.457

—0.856

0.938

0.914

0.741

0.472

0.648

2

—0.897

0.873

0.752

3

0.941

0.849

0.589

0.811

0.833

0.696

—0.420

0.781

—0.798

—0.512

Figure 2.1. Full factor analysis results after Varimax rotation of principle components

reference to what is commonly considered a ‘benchmark’ country). Clearly,

some factors show divergent patterns in styles within western Europe.

Taking the general R&D factor (Figure 2.2), we see that there are generally
increases for all countries over time with the US in the lead, but there is no
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clear pattern of convergence or divergence. For example, France, Ireland,
Germany, and the UK seem to be converging, whereas the US is stretching
away. Italy and Spain appear to be lagging behind the others. This shows a
common enough pattern. It is well known that the US is some way ahead of
Europe in terms of its general capacity to spend money on R&D. This is taking
place while the southern European countries are lagging behind the rest of
Europe in this respect. Ireland is proving an exception in the sense of a small
country doing relatively more R&D than before. Hence, Ireland is shown to be
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Figure 2.2. Mean R&D factor
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very similar to Spain and close to Italy in the 1980s, but by the late 1980s, it
has shifted up to the paths of Germany, France, and the UK.

In terms of the government research factor (Figure 2.3), it is France that is
in the lead by some distance. And if anything this factor shows divergence.
The gaps between the countries seem to be widening over time, with the US
now at the bottom of the league. Some countries show increasing trends in the
1990s (e.g. the UK and Ireland) and some show decline (such as France, US,
and Germany). The overall trend appears to be a slow decline which is perhaps
symptomatic of less government financial interest in business research. Again,
the US is interesting in that, if taken as a benchmark nation, other European
countries should also be decreasing government involvement with business
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R&D. Where the trend is different in Europe is in the public—private research
area.

The public—private research factor (Figure 2.4) seems to show some sort of
cyclical effect in many countries, but the general trend appears to be increas-
ing for all countries except the US. Again, no clear patterns in terms of
convergence or divergence appear to be taking place, but there are several
countries that have shown high increases in the late 1990s. Here it seems to be
Ireland and the UK that are leading the way, but apart from the US,
no country shows a real declining trend over the last twenty years. Again,
the US model comes out as governed by a completely different set of dynamics
when it comes to R&D trends when looked at in this light. And once
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again some countries seem to be converging within Europe and some seem to
be stretching away from others.

The HE research factor (Figure 2.5) shows a clear case of divergence in the
1990s with almost all countries with a declining trend. It seems that in the 1980s
there was not much difference between the countries shown, but in the 1990s
large differences started to appear. Here countries like Spain and Italy are clearly
declining faster than the others. Ireland and the US seem to be leading countries.
So although the US model seems to be one of declining public—private linkages
and declining government finance of business oriented R&D, it is still doing
relatively well in the funding of HE research, whereas many European countries
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seem to be letting this aspect of the innovation system slide. So the models
discussed in Cohendet et al. (this volume) whereby in a Mode 2 world, these
linkages between public—private and government-business such as the triple
helix are seen as the new way forward might not be the happening to a great
extent in the US according to these figures. Rather, the US government continues
to push resources at HE research, but is not on the whole increasing the intensity
of public—private linkages or the funding of business R&D.

2.7. LEARNING STYLES AND GDP GROWTH

Another way of exploring different innovation styles and trajectories is to plot
various factors against GDP growth. GDP growth has been used as a trad-
itional indicator of convergence and divergence for many years. It seems only
natural that some exploration of the way the factors here relate to growth is
called for. Some examples of this are shown below. The same countries used in
the previous analysis are shown again. Figure 2.6 shows GDP growth against
the general R&D factor. Here we can see that Ireland and the US appear to
occupy quite different parts of this space. Ireland is stretching away in terms
of growth in the 1990s while its score on the general R&D factor has remained
roughly the same. The US, on the other hand, has increased its score quite
markedly but has not seen the huge impact on GDP growth that Ireland has
which was starting from a much lower base and has had very high increases in
foreign direct investment.

Figure 2.7 shows the growth figures plotted against the R&D growth factor.
There does appear to be a positive correlation between R&D growth factor
scores and GDP growth. But again Ireland seems to be an exceptional case
presumably because of the huge distortions in the economy caused by the
impact of inward (mainly US) investment in certain key industries such as
computer manufacturing. Looking at the trajectory of the Irish economy here
shows that from 1994-8 Ireland was increasing GDP growth while decreasing
its R&D growth factor score.

Finally, Figure 2.8 shows the GDP figures plotted against the public—private
factor scores. Here we see again that Ireland is in a different situation; there is
no sense of convergence or divergence here. If anything different countries
appear to just cluster in different parts of the space. So the US seems to
have very low scores on the factor, but healthy growth rates, while the UK
has high scores on the factor, but relatively low-growth rates. In fact, if we
take Ireland out of the equation it would imply a negative relationship
between the public—private research factor and growth. This does not
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Figure 2.6. General R&D and GDP growth

necessarily mean that there is anything wrong with public—private linkages,
but perhaps too much is being expected of them in the European context.

2.8. USING THE FACTORS TO REVEAL THE EXTENT
OF EUROPEAN DIVERSITY

A final examination of converging and diverging innovation styles can be
revealed by plotting factor scores against each other. Figure 2.9 shows the
first and last observations in each time series for the same countries but
plotting the general R&D factor against the public—private research factor. It is
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Figure 2.7. R&D growth and GDP growth

evident from this that most European countries are heading roughly in the same
direction, but the US is once more revealed to be on a completely different
trajectory (increasing R&D intensity in general, but decreasing public—private
research intensity). European countries seem to be increasing both, but not
achieving the high growth rates of the US.

Figures 2.9 and 2.10 show a more complex picture by plotting the public—
private research factor against the public/defence factor and the R&D growth
factor. Here the different countries shown are on quite different trajectories.
There is no sense using this approach that any of the countries could be said to
be ‘converging’ or ‘diverging. Clearly, a much more diverse and complex
picture arises that reveals that if these factors represent learning or innovation
styles in any sense, the different contexts of each country make a great deal of
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Figure 2.8. Public—private research and R&D growth

difference in terms of the way resources for the innovation system are
generated and allocated.

2.9. CONCLUSIONS

This chapter has made a tentative step towards analysing what might be
termed systemic indicators. Rather than using simple univariate indicators
that can give a crude and misleading picture of overall innovative perform-
ance or resource allocation, these composite indicators aim to strike a balance
by combining data from a variety of sources in a more statistically sophisti-
cated way (in this case, factor analysis).



Do national systems converge? 45

USA98
[e]
2.00000
1.00000 DE98
5 USA81 o
2 0 DEes™Y
8 o
) FR98 IR98
£ ° OOUK98
S 0.00000
&
[0} o
~1.00000
~2.00000

I I I I I
—2.00000 —1.00000 0.00000 1.00000 2.00000

Public—private research factor

Figure 2.9. R&D and public—private research

The factors have been interpreted as representing learning or innovation
styles and have then been used to show whether any sense of convergence or
divergence in the economies of Europe can be demonstrated. It is clear that
there is a great deal of diversity in western Europe with respect to these
factors. There are also no consistent patterns of convergence or divergence
whichever styles we decide to explore. Clearly, the context in which innov-
ation takes place can have quite different consequences in terms of the way
innovation or learning styles are combined, or the way adopting these styles
in any way affects performance (measured using indicators such as GDP
growth). Different countries within Europe are clearly often on quite different
and complex trajectories as far as innovation is concerned.

These results further undermine the attempts by European countries to
benchmark innovative performance using simple indicators such as R&D
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Figure 2.10. Public—private research and public/defence

spending. Clearly, different types of R&D spending are associated with quite
different goals and policies at national level. Once these R&D figures are broken
down and analysed, or combined with other indicators of innovative effort, it is
impossible to say which trajectories would suit which countries better than
others. A one-size-fits-all policy is quite inappropriate. Also the impact or
association of R&D intensity with growth or other factors is different in
different countries and this has to be taken into account. The type of naive
benchmarking (see Lundvall and Tomlinson 2000, 2002) often debated uncrit-
ically within the European community is clearly at odds with these findings.
The differences between Europe and the US also raise important issues
about the European project. The data reveal that the US government support
for academic research seems to be outstripping any push towards increasing
industry—academic linkages or business R&D supported by the state. This



Do national systems converge? 47

UK98 OIR98
2.00000 —
A
K83
o

& 1.00000 —
8 DE98
S FRO8 ES98
g o
(2]
Q
)
£ 0.00000 —
s
S
o
>
o

-1.00000 —|

IT81
o]
~2,00000 —|
1 1 | 1 1 1
—2.00000 ~1.00000 0.00000 1.00000 2.00000 3.00000

R&D growth factor

Figure 2.11. Public—private research and R&D growth

bolsters the point made by Cohendet et al. elsewhere in this volume that the
US model is misrepresented when it is used in Europe to support policies for a
progressive substitution of private for public funding of research. Rather, the
US institutional framework corresponds more with Pavitt’s advocacy of an
open science policy (Pavitt 2000) in Europe, but this would result in a drastic
change in the present science and technology systems of the EC. The US
academic system also has its problems and ‘even if we consider the US model
has been successful, this does not mean we take the US model in its entirety as
the reference model for European universities’ (Cohendet et al., this volume).

The Lisbon strategy (Rodrigues, this volume) uses benchmarking as a
technique and as the US is often held up as the benchmark there is a danger
that in exploring data like that presented here it is easy to fall into the trap of
trying to copy the ‘US model’. But, as Rodriguez points out, the so-called
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‘open method of coordination’ is much more than simple benchmarking. The
purpose of the open method is not to create a simple ranking of European
countries, but to infuse a European dimension to political choices and
guidelines about what we want Europe to become. These guidelines include
the maintenance of European diversity and subsidiarity. In this sense Euro-
pean nations can try to agree on which areas to converge and which areas to
keep separate. This also includes the noble ambition of maintaining and
enhancing social cohesion.

Europeans have choices and do not have to blindly follow others who are
supposed to be ahead of the game in some sort of catch-up race. It is to be
hoped that more imaginative use of available indicators such as those presented
here and the creation of new indicators that take into account a wider array of
socio-economic dimensions will have its place in the open method of coord-
ination. This chapter has hopefully demonstrated that there is a great deal of
diversity of learning and innovation styles at work in Europe and to try to
converge on a common model would appear to be sheer folly. We can
learn valuable lessons from the US, but we should not let this get in the way
of European strengths in a futile attempt at destroying what makes us different.

REFERENCES

Abramovitz, M. (1956). ‘Resources and Output Trends in the United States Since
1870’, American Economic Review, 46: 5-23.

—— (1986). ‘Catching up, Forging Ahead and Falling Behind’, Journal of Economic
History, 46(2): 385—-406.

(1994). ‘The Origins of the Postwar Catch-up and Convergence Boom) in
J. Fagerberg, B. Verspagen, and N. Von Tunzelmann, (eds.), The Dynamics of
Technology, Trade and Growth. Aldershot, UK: Edward Elgar, pp. 21-52.

Edquist, C. (ed.) (1997). Systems of Innovation: Technologies, Institutions and Organ-
izations. London: Pinter Publishers.

Gerschenkron, A. (1962). Economic Backwardness in Historical Perspective. Cam-
bridge: Cambridge University Press.

Godinho, M. and Mamede, R. (1999). ‘Technological Convergence in Europe: What
Are the Main Issues?” Mimeo, Technical University of Lisbon, Lisbon.

Gomulka, S. (1971). Inventive Activit, Diffusion, and the Stages of Economic Growth.
Arhus, Denmark: University of Arhus Press.

Lall, S. (2001). Competitiveness, Technology and Skills. Cheltenham, UK: Edward Elgar.

Lundvall, B.-A. (ed.) (1992). National Innovation Systems: Towards a Theory of
Innovation and Interactive Learning. London: Pinter.

(2002). Growth, Innovation and Social Cohesion: The Danish Model. Chelten-

ham, UK: Edward Elgar.




Do national systems converge? 49

and Tomlinson, M. (2000). ‘Learning-by-Comparing—Reflections on the Use
and Abuse of International Benchmarking, in G. Sweeney (ed.), Innovation, Eco-
nomic Progress and the Quality of Life. Cheltenham, UK: Edward Elgar, pp. 120-36.

—— —— (2002). ‘International Benchmarking as a Policy Learning Tool, in Maria
Joao Rodriguez (ed.), The New Knowledge Economy in Europe: A Strategy for
International Competitiveness with Social Cohesion. Cheltenham, UK: Edward
Elgar, pp. 203-31.

Nelson, R. R. (ed.) (1993). National Innovation Systems: A Comparative Analysis.
Oxford: Oxford University Press.

OECD (2002). Main Science and Technology Indicators. Paris: OECD.

Pavitt, K. (1985). “Technology Transfer Among the Industrially Advanced Countries’,
in N. Rosenberg and C. Fristack (eds.), International Technology Transfer: Concepts,
Measures and Comparisons. New York: Praeger.

—— (2000). ‘Why European Funding of Academic Research Should Be Increased:
A Radical Proposal, Science and Public Policy, 27(6): 455-60.

Posner, M. V. (1961). ‘International Trade and Technical Change’, Oxford Economic
Papers, 13: 323-41.



3

The Role of National Borders and Regions
in Knowledge Flows

Mei H. C. Ho and Bart Verspagen

3.1. INTRODUCTION

One key issue of national systems of innovation is that knowledge does not
easily flow between them. In the European context, this may be seen as a
crucial aspect hindering the effective application of knowledge in an eco-
nomic way. With many different national systems of innovation present in the
(recently enlarged) Union, a lack of scale economies with regard to knowledge
may easily become an issue. At the same time, however, diversity may enhance
system performance.

Our main research question in this chapter is how the diffusion of
knowledge is affected by the partitioning of the European innovation system
(a term that we do not intend to indicate homogeneity) into smaller national
systems. To this end, we conceptualize the European innovation system as a
set of interconnected regions, where the regions are partitioned into national
systems of innovation. We then apply methodologies from social network
analysis to analyse the partitioned network of regions.

At a theoretical level, we argue that the regional level of analysis is especially
useful to identify linkages (knowledge flows) between separate national sys-
tems of innovation. This line of argument is summarized in the next section.
Specifically, we introduce the notion of a higher order regional innovation
system, a term we borrow from Cantwell and Janne (1999) and Cantwell and
Iammarino (2001), to describe a special type of region that manages to
connect disparate national systems of innovation. Our empirical analysis is
aimed at conceptualizing a method to identify these higher order regional
systems, and to apply this to our dataset.
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Section 3.3 summarizes the existing empirical literature on the role of
borders and regions in knowledge flows. We focus on summarizing the
quantitative (econometric) literature that uses the same type of indicators
as we use in our empirical analysis (patent citations).

Our database and methodology is shortly summarized in Section 3.4.
Section 3.5 presents the empirical findings, first in terms of descriptive
statistics, then in terms of descriptive network analysis, and finally in terms
of an analysis aimed at identifying the higher order regional innovation
systems in Europe. The line of argument and findings is summarized in the
concluding section, which also shortly discusses policy implications.

3.2. SYSTEMS OF INNOVATION AND NATIONAL BORDERS

The notion of a system of innovation was introduced in a national context.
Since the seminal contributions of Freeman (1986), Lundvall (1992), and
Nelson (1993), the concept of a National System of Innovation (NSI) has
become the prime vehicle for analysing knowledge interactions in the national
context. The concept of an innovation system arises from the idea that
innovation is to an important extent a collective phenomenon, in which
multiple actors contribute to a final outcome. The network of interaction
between these actors is the most important subject of study in the innovations
systems literature. In this network, the set of actors (e.g. firms, customers,
policymakers, public research institutes, and universities), the institutions
with which they work and which they create, and the (absence of) interaction
between the actors contribute to the final result.

The idea that all major elements of an innovation system are influenced to
an important extent by national factors, leads the way for the concept of a
NSI. Actors may be influenced by national borders because they operate to an
important extent in a local context (e.g. for a typical firm, a majority of
customers and suppliers are domestic firms), or, in the case of non-private
actors, they are financed and governed by national policymakers (public
research institutes or universities). Rules and regulations, both as laid down
in formal law and less formal institutions, are also deeply dependent on the
national context, both because of cultural heritage and because of legal
jurisdictions.

Thus, the early literature on innovation systems stressed that these systems
may differ deeply between countries. Based on a detailed descriptive research
strategy, differences between these national systems may be revealed, and
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causal factors behind differences in national performance with regard to
innovation (and ultimately economic performance) may be identified.
Although the notion of a ‘global best-practice’ system of innovation will be
considered as alien to the theory by most contributors, the idea that some
systems of innovation may yield better outcomes than others is surely one of
the motivations for the development of the literature.

However, the notion of a system of innovation has also been fruitfully
applied to the regional level. The basic idea here is the same. Actors in the
innovations process, their pattern of interaction, and institutions may all be
argued to be specific to a region. For the case of a regional system of
innovation (e.g. Morgan 2004), strong local interactions may result from
the tacit nature of knowledge. Thus, in order to benefit from knowledge
flows (e.g. learning from public research institutes, universities, or other
firms), it may be necessary to be located closely to that partner. Also,
especially for larger countries, it may be argued that cultural backgrounds,
and associated to this, informal rules of the game of institutions may be more
characteristic for the regional level than the national level.

In this chapter, we embrace both the notions of a NSI and that of a regional
system of innovation. We argue that one may usefully speak of both types of
system, and that the two interact with each other. More specifically, our first
working hypothesis is that interactions between knowledge actors are rela-
tively strong both at the national level and at the regional level. In the next
section, we summarize the econometric evidence based on patent statistics
that supports this hypothesis, and we also illustrate the phenomenon using
our own dataset in the subsequent section.

Based on this point of departure, we argue that regional systems of innov-
ation may play a crucial role in facilitating interaction between national
systems of innovations. As the background for this line of reasoning, we
draw on the notion of a ‘higher order regional system of innovation) a
concept that was introduced by Cantwell and Janne (1999) and Cantwell
and lammarino (2001). In their work, a higher regional system is defined as a
region in which knowledge intensity is high, and in which a broad range of
knowledge activities, rather than a narrow specialization, is represented.

Our own definition of a higher order regional system is different, but it
draws on ideas that are present in Cantwell and Janne (1999) and Cantwell
and Iammarino (2001). We use the concept to describe a region that plays a
pivotal role between distinct national systems of innovation, because it
transfers knowledge between them. We may think of a region that attracts
foreign multinational firms, who bring with them specific knowledge from
the national system in which they originate. Through interaction with local
firms in the foreign region, this knowledge may be (partly) transferred to the
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host region, and from there it may diffuse into the NSI of that country. The
chain may also run backward, when the foreign multinational absorbs know-
ledge from the host region, and transfers this back to the home location.

Multinational firms may be considered as an important vehicle to such
knowledge flows, but they are not the only one. International collaboration
between researchers is another vehicle, especially so in the (semi-)public
sector. Interaction that is less directly related to knowledge, such as inter-
national and inter-regional trade, may also contribute to knowledge flows,
albeit in a less direct way.

Our second hypothesis, which we put to the test in the empirical part of
this chapter, is that there exist a limited number of regions that are respon-
sible for the majority of knowledge flows that occur between national systems
of innovations. We use social network theory to make operational this
hypothesis, and test it using data on patents and patent citations.

3.3. REGIONS, NATIONAL BORDERS AND KNOWLEDGE
SPILLOVERS

In this section, we review the empirical evidence in favour of our first working
hypothesis, i.e. that knowledge interactions and knowledge flows are more
intensive within than between systems of innovation, both when viewed at the
level of an NSI, and at the level of a regional system of innovation. There are
two crucial theoretical inputs to this hypothesis. The first one comes from the
field of geography, and argues that knowledge activities and knowledge
spillovers tend to be concentrated in geographical space. A long tradition of
literature argues in favour of this idea (see Caniéls 1999 for an overview). One
may both draw on traditional agglomeration theory, and specific theories of
knowledge to explain this phenomenon.

From the point of view of agglomeration theory, knowledge development
activities (such as R&D) can be expected to concentrate in an area where there
is a common resource pool, such as skilled workers with a specific expertise,
or a public research institute, or university. This common resource pool may
act as a vehicle for knowledge spillovers between the firms that it attracts, for
example, because workers move between firms, or because researchers in a
university participate in the same professional networks as private
researchers. Knowledge theory adds to this the idea of tacit knowledge (e.g.
Johnson, Lorenz, and Lundvall 2002). Tacit knowledge, as opposed to codified
knowledge, is not easily transferable, and in many cases requires face-to-face
contact. Obviously, such transfer is facilitated by short geographical distances,
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although in the age of transcontinental flights and advanced electronic com-
munication, it is not entirely impossible at longer distances.

The idea of geographically concentrated knowledge activities and spillovers
was put to the test in a seminal paper by Jaffe, Trajtenberg, and Henderson
(1993). They used patent citations as an indicator of knowledge spillovers.!
For a sample of US patents, they found that patent citations were more likely
to occur between two patents that originated from the same region (they used
both US states and smaller geographical units). By controlling for the pre-
existing pattern of agglomeration of patents, they were able to show convin-
cingly that this finding is the result of knowledge interaction being stronger at
short distances. Maurseth and Verspagen (2002), although using a different
statistical approach and European patents rather than US patents, were able
to show that the same finding holds for European regions. They included data
on most countries in the EU, and used a sample of approximately 125 regions,
defined both at the NUTS-2 and -3 levels. Breschi and Lissoni (2001) are
critical of these findings, and they argue that the observed citations are often
related to market exchange of technology (e.g. universities contracting
research to firms) rather than pure spillovers.

This finding, which has given rise to a rather elaborate literature on the
spatial nature of knowledge spillovers, first of all points to the importance of a
regional system of innovation. However, because the statistical evidence also
indicates that knowledge flows relatively intensely between nearby regions, it
is also related to the idea of an NSI. Nearby regions are obviously found more
often within a single country than between different countries. However,
there is also additional evidence on the role of national systems of innovation.
Country borders play a crucial role in this. In the model by Maurseth and
Verspagen (2002), country borders are represented as an explanatory variable
in the form of dummies. Their model takes the number of patent citations
between two regions as the dependent variable. The dummy indicating that
two regions are within the same country comes out positive and significant.
They also include an additional dummy indicating whether or not the two
regions share the same language, and also this comes out as a positive and
significant influence on knowledge spillovers. Although some languages
(German, French, and Dutch) are shared between more than one country
in the sample of Maurseth and Verspagen (2002), languages are obviously
related to NSI. Concluding on their results, Maurseth and Verspagen (2002:
540) state ‘that citations within countries are from 18 to 154 per cent more
numerous than between countries, and that ‘[h]aving the same language
increases the knowledge flows between two regions by up to 28%’ (p. 541).

Similar findings are obtained for US patents by Jaffe and Trajtenberg (1996:
12677), who investigate the extent two which US patents are cited within and
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outside the national borders of the US. They estimate a model of the number
of citations made to a patent over a longer period of time, and distinguish
between domestic (US) citations, citations from Canada, and citations from
Europe. Cited patents are always patents originating from US universities or
public research institutes. The model that they estimate postulates the
amount of knowledge diffusing from patent documents as initially growing
with time, but after a peak the total amount of knowledge that diffuses
declines.

The most striking aspect of their findings with regard to geographical
borders, is that knowledge diffusion within national borders is quite different
from the diffusion across nations. As their analysis shows, patents granted to
US applicants are much more likely to cite previous US patents than patents
granted to applicants in other countries. The frequency of citation from the
US is almost twofold the frequency of citation from other countries.

But this localization effect is not constant in time. The effects of national
borders are growing in the immediate period after the publication of the cited
patent, but decrease over time. In other words, the effects of national borders
fade over time. Their analysis also suggests that countries that are at a larger
cultural and/or geographical distance from the US experience a stronger
negative border effect. Canada, as a US neighbour shows the highest fre-
quency to cite US patents, followed by Europe and Japan.

The empirical econometric literature on patent citations thus seems to
confirm the importance of borders for knowledge flows. Based on this, we
further examine how national border impact on knowledge interactions
across European countries.

3.4. DATA AND METHODOLOGY

3.4.1. Data

We rely on patents and patent citations as indicators of knowledge activities
and knowledge spillovers. It is well known that patents only represent a
small part of technology and knowledge. Many inventions are not patented.
Besides this, patents, and citations, are imperfect indicators even of the
knowledge that is embodied in them. Griliches (1990) provides a survey of
the main advantages and disadvantages of using patent statistics. Despite
these well-known problems, we use patent statistics as the sole indicator in
this chapter.



56 Mei H. C. Ho and Bart Verspagen

Patent documents contain a detailed description of the patented innov-
ation. In addition to the name and address of the innovator and the applicant,
patent documents also contain references to previous patents, that is, patent
citations. The legal purpose of the patent references is to indicate which parts
of the described knowledge are claimed in the patent, and which parts other
patents have claimed earlier. From an economic point of view, however, the
assumption is that a reference to a previous patent indicates that the know-
ledge in the latter patent was in some way useful for developing the new
knowledge described in the citing patent. This is the line of reasoning offered
in Jaffe, Trajtenberg, and Henderson (1993) for US patents. The detailed case
study by Jaffe et al. (2000) on a limited sample of patents concludes that
patent citations are a ‘valid but noisy measure of technology spillovers’.

We use citations between European patents as a measure of knowledge
flows. Data on patents and patent citations in Europe are obtained from the
European Patent Office (EPO) (Bulletin CD and REFI tapes). There is one
major difference with regard to citations between the European and US patent
datasets. This concerns the requirements to the applicant with regard to
describing the state-of-the-art of knowledge in the field by means of a list of
references (citations). In the US Patent and Trademark Office (USPTO) system
the applicant, when filing a patent application, is requested to supply a
complete list of references to patents and non-patent documents. In the EPO
system, the applicant may optionally supply such a list. In other words, while
in the US this is a legal requirement and non-compliance by the patent
applicant can lead to subsequent revocation of the patent, in Europe it is not
obligatory. As a result applicants to the USPTO ‘rather than running the risk of
filing an incomplete list of references, tend to quote each and every reference
even if it is only remotely related to what is to be patented. Since most US
examiners apparently do not bother to limit the applicants’ initial citations to
those references which are really relevant in respect of patentability, this initial
list tends to appear in unmodified form on the front page of most US patents’
(Michel and Bettels 2001: 192). This tendency is confirmed by the number of
citations that on average appear on USPTO patents. Michel and Bettels report
that US patents cite about three times as many patent references and three-
and-a-half times as many non-patent references compared to European
patents. Citations on EPO patents, on the other hand, might suffer from the
problem that they are mostly added by the examiner, and thus only an indirect
indication of knowledge actually used by the inventor.

Still, it is obvious that a citation link in the European case can be seen as an
indicator of technological relevance. Moreover, citations in the European
system may indicate potential spillovers. Although this potential may not
have been realized in all cases, it is reasonable to assume that since patents are
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public knowledge, professional R&D laboratories would have a reasonable
knowledge about existing patents in their field. This is why we argue that
European patent citations are a useful indicator of knowledge flows.

It should be emphasized that knowledge flows are a much broader concept
than is captured by patent citations (US or European). In terms of the
distinction introduced by Griliches (1979), patent citations focus on a specific
form of pure knowledge spillovers. Rent spillovers, which reflect the fact that
intermediate input prices do not embody completely the product innovations
or the quality improvements resulting from R&D activities, are completely
left out. Even within the category of pure knowledge spillovers, patent
citations (to the extent that they are related to spillovers) are only a part of
the complete story. For example, in order for patent citations to take place,
both the spillover-receiving and spillover-generating firms must be actively
engaged in R&D and apply for (European) patents.

In addition, patents are an ultimate example of codified knowledge,
because they require an exact description of technological findings according
to legally defined methods. One may assume, however, that the codified
knowledge flows of patent citations go hand-in-hand with more tacit aspects
of knowledge flows. According to the ‘knowledge conversion’ model by
Nonaka and Takeuchi (1995) there is a strong interaction between codified
and tacit knowledge during the creation of new technological assets. Tacit
knowledge can therefore be converted into some forms of codified knowledge
that can be incorporated in patent documents.

Our primary data source is the EPO database on patent applications. We
select all patent applications, whether they have been granted, rejected (or
withdrawn), or are still under review. We collect data for two separate periods:
19946 and 1985-7. In both cases, the cited patents are limited to the first year
of the period, while citing patents may come from all three years. We use the
so-called priority date of a patent to attribute it to a year.

Patents are limited to those originating from a set of European regions
(documented precisely in the appendix). A patent is attributed to a region on
the basis of the inventors’ addresses. On the basis of the postal code of the
address, we are able to attribute the address to one of the regions in our
sample (for a basic description of the methodology to do this, see Caniéls
1999). When more than one inventor is listed on the patent, we use a
fractional counting method (i.e. the patent is ‘distributed’ over all the regions
listed). In this way, we are able to attribute the patent to the region where the
actual research took place, as opposed to the headquarters of the applicant
firm. In case of citations, both the cited and citing patents are attributed to
regions, and in this way we are able to set up an indicator of citation flows
between regions. Our dataset includes more than 120 European regions for



58 Mei H. C. Ho and Bart Verspagen

two different periods. The dataset of 19946 includes 127 regions whereas the
data-set of 1985-7 contains 126 regions. Some regions have been excluded
because they have no patents (this was the case for Portuguese regions).

The indicator of citations flows between regions is calculated as follows. We
start by setting up a square matrix of dimension 7, which is the number of
regions. Each cell in the matrix shows the number of patent citations between
the two regions in the column and row. Note that because patent citations
have a direction (citing and cited region), the matrix is not symmetric. We
denote this matrix by C, where c;; (the elements of the matrix) is the number
of patents originating from region i cited by region j. We also have a vector R
representing the number of patents originating from the region. Finally, we
construct a matrix F by dividing each element of C by the element of R
corresponding to the column (spillover receiving) region, i.e. fj = c;;/r;. Note
that f is not restricted to be smaller than 1, because a patent usually makes
more than 1 citation. The natural lower boundary for fis 0.

F captures the importance of a particular region as a knowledge input for
the reporting region. This is the consequence of dividing the elements of C by
the element of R corresponding to the column of C. This is an arbitrary
choice, and an alternative is to divide by the element of R corresponding to
the row of C. This would yield an indicator of the importance of various
receiving regions in the total spillover originating from a particular region.
We leave an analysis of such an indicator for a future study.

3.4.2. Methodology

Our methodology draws, first of all, on social network analysis. The matrix F
represents a network, in which the regions are the nodes, and the citations the
links between them. Some nodes are connected directly to each other (when
they cite each other’s patents), others may not be. The crucial assumption
behind social network analysis is, however, that even when two nodes
(regions) are not directly connected to each other, they may be indirectly
connected. For example, consider the case where Region A is connected to
Region B, but not to Region C, and Region B is connected to Region C.
Knowledge may still flow from A to C, when B acts as an intermediary. This
assumption of indirect linkage underlies all of our analyses.

From the toolbox of social network analysis (see Wasserman and Faust 1994
for an overview), we first draw on the theory of brokerage (Gould and Fernan-
dez 1989).2 This is a method of classifying relationships between triangles of
nodes (such as the example of Regions A, B, and, C above) in a network in
which the nodes are classified in groups. In our case, the regions belong to
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countries, which are the groups in our analysis. Brokerage roles are classified
into five types, which depend on the groups that have been linked by the
brokerage. We use only three of the five types, by the nature of the problem
that we are interested in. These three types are gatekeeper, representative, and
liaison.? Each of these types represents a specific way in which a regional system
of innovation may transfer knowledge between national systems of innovation.
The precise definitions of the brokerage types are given in Table 3.1.

A related concept, also prominent in the social network analysis literature,
is the notion of a structural hole (Burt 1992; Brass and Burkhardt 1993;
Powell, Koput, and Smith-Doerr 1996; Gulati 1998). This starts from the
idea that nodes in a network may be able to influence network resources if
they are situated centrally in the network (i.e. connected to many other
nodes). In particular, Burt (1992, 1997) proposed the concept of a structural
hole and emphasized that nodes that have links to other nodes in different
groups of the network are relatively influential. Note that in terms of the
definitions in Table 3.1, all of the underlined regions in the second column
reach out to different groups in the network, and thus satisfy Burt’s defini-
tion.# Nodes that act like a bridge between groups in the network will absorb
and transmit crucial information through the network. In other words, in
terms of our research question, the regions that we are interested in (those
that connect NSI), will play crucial brokerage roles for facilitating knowledge
interactions, and will tend to be situated in the central part of network.

The structural holes view of networks leads us to use below three indica-
tors, which are all derived from Burt (1992). The first of these is Effective
Network Size of a region. When computed for region k, this measure starts
from the network of all regions that are directly connected to k (the ego-
network of k). The effective network size of k is the number of nodes in this
network (not counting k itself) minus the average number of connections
each node has. The idea behind this is that connections that k has to regions
that it is already indirectly connected to are redundant, and therefore do not

Table 3.1 The three brokerage types used in the analysis

Definition of brokerage types Relationships between groups
1 A gatekeeper absorbs knowledge from other countries A—>B->B
and passes it on to home country regions
2 A representative diffuses knowledge from home country A—>A—->B
regions to regions in foreign countries
3 A liaison enhances knowledge interactions A—>B->C

between other countries

Note: The definitions apply to the underlined region in the second column.
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contribute to the effective network of k. The second indicator, Constraint of
region k, is related to this. It measures the degree to which region k is
connected to regions that are already connected to the other regions in £’s
ego-network. The last measure, Hierarchy, measures how much the Con-
straint value depends on a single other region (node in the network).

3.5. EMPIRICAL RESULTS

3.5.1. Descriptive Statistics: Density of Interaction Within and
Between National Systems of Innovation

We first look at the density of interaction within national systems of innov-
ation and between them. In other words, we partition matrix F into parts that
represent linkages between regions in each single country, and a part corre-
sponding to linkages between regions in different countries. In order to
calculate density of the partitions in the matrix, we recode all values of F
into a binary value, where all positive values are transformed to a 1. Density is
then calculated as the number of all cells in the partition containing a 1
divided by the total number of cells in the partition.

The hypothesis that knowledge interactions are hindered by national
borders corresponds to the statistical null-hypothesis that the density is
higher in the partitions of the matrix that correspond to within-country
interaction. In order to examine this, we apply a one-factor ANOVA table,
and document the basic descriptive statistics in Figure 3.1. The complete
density matrices are shown in the appendix.

The density within countries is much higher than the density between
countries. This is confirmed in the ANOVA analysis in Table 3.2 (p-values
<0.0001), which thus supports our first hypothesis of relatively strong inter-
action within national borders. Figure 3.2 shows the values of the within-
country densities in the two periods (the density of the total matrix, taking
into account both within- and between-countries, is equal to 0.12 and 0.10,
respectively for the 1980s and 1990s). Except for Spain, Portugal, and Greece
(the latter only in the 1980s), the densities reported in Figure 3.2 are all higher
than average density in the complete matrix. The three reported countries are
an exception to this general rule, indicating that their national systems of
innovation, at least as measured by our indicator of patent citations, are less
interactive than the others. This seems to be a result of the fact that one
condition for intensive knowledge interaction between the regions within the
same country to be picked up by our method, is that the country has a
sufficient level of patents.
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Figure 3.1. Density of interactions within national systems of innovations

In addition, we find a significant difference of density between the two
periods. Using a t-test statistic, it is shown that the density in the 1990s is
significantly smaller than the density in the 1980s (P < 0.005).5 As Figure 3.1
shows, however, the trend of increasing density is not observed for all
countries. For example, the within-NIS density of Sweden, the UK, and
Norway has decreased sharply from the 1980s to the 1990s, whereas other
countries do not change very much. The reductions in these countries are the
main source for the whole-network density decrease.

Table 3.2 ANOVA analysis for density of interaction

(1) 1984—6

Source of variation SS Df MS F p-Value

Treatment (between groups) 0.81289 1 0.81289 407,5185 0.0000
Within-NIS vs. between-NISs

Within groups 444,825 223 0.019947

Total 526,114 224

(I1) 1995-7

Treatment (between groups) 0.982302 1 0.982302 7,075,346 0.0000
Within-NIS vs. between-NISs

Within groups 309,601 223 0.013883

Total 4,078,312 224
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The results on densities can be graphically illustrated by means of the
network plots in Figures 3.2 and 3.3. These graphs were produced in the
Netdraw module of Ucinet, using a spring-embedding algorithm. This is a
heuristic method that tries to plot the network in 2D space in such a way that
nodes that have strong interaction are plotted closely to each other. The
method is heuristic in the sense that it does not (necessarily) provide an
‘optimal’ layout of the network, but it does convey the main nature of the
interaction between nodes.

The different shades of the nodes show the different nationalities of the
regions. We find that the nodes with the same shades seem be closer together
than the nodes with different shades, again an indication of stronger within-
border interactions. The individual interactions between the regions are not
easy to identify due to the large clutter of lines in the graph. In the appendix,
we provide similar figures where we leave out lines of relatively small weight
(low value of the cells in matrix F).

In summary, the results clearly show the importance of borders, and hence
national systems of innovation, in determining knowledge flows (patent
citations) between regions in Europe. Country borders hinder knowledge
flows. Nevertheless, the matrix F also shows selected interactions between
regions that are not part of the same country. These specific interactions will
be the subject of the analysis below, when we try to identify the ‘higher order
regions’ that act as brokers between the national systems of innovation of
Europe. We start by a graphical representation of these linkages, limiting
ourselves, for the moment, to the country level.

In order to do this, we select the ‘strong linkages’ between countries and
document them in network graphs similar to Figures 3.2 and 3.3. As a
benchmark, we use for each country the within-country density. We then
select links to other countries by comparing the within-country density to the
density in the partition of matrix F corresponding to links with a particular
(other) country. In case the density of this partition is higher than the within-
country density, the link with this country is included in the graph. As an
example, consider the within-country density of Italy in the 1990s, which is
approximately equal to 0.4. Looking at the partition of the matrix that
represents linkages between Portugal and Italy, it is found that this has higher
density than 0.4, and hence the link from Italy to Portugal is included in the
network plots in Figures 3.4 and 3.5. Figures 3.4a and 3.5a display the strong
linkages to diffuse knowledge whereas Figures 3.4b and 3.5b include the
stronger linkages to receive knowledge.

The networks in the diffusing part of the graphs (Figures 3.4a and 3.5a) are
relatively sparse. Not many countries are present in these graphs. This indi-
cates that in terms of ‘sending’ spillovers, most countries do not have many



Figure 3.2. The knowledge flows network in the 1980s
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specific ‘targets’. Of the relationships found in the 1980s, we find that Ger-
many diffuses relatively strongly to its neighbour countries Belgium and
Switzerland (but not its three other neighbours in the sample, the Nether-
lands, Austria, and Denmark). The link to Switzerland survives in the 1990s.

The figures that represent relatively strong receiving links (Figures 3.4b and
3.5b) are less sparse. Here the most notable part is the central positions of the
Southern European countries that have relatively few patents (Spain, Portu-
gal, and Greece). These countries attract important (relative to their own
technology effort) spillovers from the main European technological leaders,
such as Germany, Switzerland, the UK, and Sweden. But we also find that
some highly developed countries, such as France and the Netherlands, have
relatively high knowledge inflow from other highly developed countries, for
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example. Germany or Belgium. Together, the graphs in Figures 3.4 and 3.5
clearly show that there are some ‘preferential’ linkages between national
systems of innovation. How regional innovation systems play a role in these
will be the topic of the remainder of the empirical analysis of this chapter.

3.6. IDENTIFYING HIGHER ORDER REGIONAL SYSTEMS
OF INNOVATIONS

The brokerage analysis is aimed at identifying the triangles of regions that
were explained in Table 3.1. For each region in the sample, we simply count
the number of times it is present as a gatekeeper, representative, or liaison in
one of these triangles. We then report in Table 3.3 for each country the region
with the highest score for gatekeeper and representative (in a limited number
of cases, there are two regions with the same score on top of the country lists).
Remember that these two brokerage roles are crucially related to the know-
ledge flowing in and out of the country to which the region belongs (a
gatekeeper transfers knowledge from abroad into its own country, a repre-
sentative transfers knowledge from its own country abroad).

The first finding is that most countries indeed have regions within their
borders that act as a gatekeeper or representative. Only a few countries,
Denmark, Greece, and Portugal, have no regions to play (one of) these two
brokerages roles. Second, it is striking that quite often, the same region is at the
top of thelist of both brokerage roles at the same time. This is the case in Austria
(1980s and 1990s), Belgium (1980s and 1990s), Spain (1990s), France (1990s),
Greece (1990s), Italy (1980s and 1990s), Sweden (1980s and 1990s), the UK
(1980s and 1990s), Norway (1980s), Switzerland (1990s), and Finland (1980s
and 1990s). This points to a tendency for the two brokerage roles of represen-
tative and gatekeepers to be complementary. Third, there is a tendency for
regions to be on top of the two lists in both periods, pointing to persistence in
the brokerage roles over time. In every country, there is at least one region that
appears both in the part of the table for the 1980s and the part for the 1990s.

Liaisons are regions that connect two foreign systems of innovation. They
receive knowledge from one country, and pass it on to a different country, in
the same triangular relationship that was considered in the previous two
brokerage roles. Table 3.4 lists the fifteen regions that are most active as
liaison in both periods. Overall, there is a large tendency for the same regions
that were already prominent in Table 3.3 to be also present in Table 3.4. Only
six regions that were not in Table 3.3 are now listed in Table 3.4. In other
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Table 3.3 Most important gatekeepers and representatives for each country
(a) 1980s
Gatekeeper Representative
AT Niederosterreich (AT12_3) Niederosterreich (AT12_3)
BE Brussels Hfdst. Gew (BE1) Brussels Hfdst. Gew (BE1)
DE Hessen (DE7) Bayern (DE2)
ES Madrid (ES3) Baleares (ES53)
FR Rhone-Alpes (FR71) Ile De France (FR1)
GR — —
1T Lombardia (IT2) Lombardia (IT2)
NL Zuid-Holland (NL33) Noord-Brabant (NL41)
PT — — —
SE Stockholm & Ostra SE01_2 Stockholm & Ostra SE01_2
Mellansverige Mellansverige
UK South East /North West UK5/8 South East UK5
NO Akershus, Oslo NO1 Akershus, Oslo NO1
CH Jura, Geneva Neuchatel, etc. CH1 Berne, Zurich, etc CH2
DK Hillergd, Helsinger, DK1 — —
Kebenhavn
FI Uusimaa, FI11_2 Uusimaa, FI11_2
Eteld-Suomi Eteld-Suomi
(b) 1990s
AT Niederdsterreich/ AT12_3/  Steiermark AT22
Steiermark AT22
BE Brussels Hfdst. Gew BE1 Brussels Hfdst. Gew BE1
DE Bayern/Baden-Wiirttemberg DE2/DE1  Nordrhein-Westfalen =~ DEA
ES Madrid ES3 Madrid ES3
FR fle de France FR1 ile de France FR1
GR Kentriki Ellada and Attiki GR2_3 Kentriki Ellada —_
and Attiki
IT Lombardia 1T2 Lombardia 1T2
NL Zuid-Holland NL33 Noord-Brabant NL41
PT — — — —
SE Stockholm & Ostra SE01_2 Stockholm & SE01_2
Mellansverige Ostra Mellansverige
UK South East UK5 South East UK5
NO Ostfold, Busekrud, NO3 Akershus, Oslo NO1
Vestfold, Telemark
CH Berne, Zurich, etc. CH2 Berne, Zurich, etc. CH2
DK Hillerod, Helsingor, Kebenhavn  DK1 — —
FI Uusimaa, Eteld-Suomi FI11_2 Uusimaa, Eteld-Suomi  FI11_2

words, the regions listed so far tend to play multiple brokerage roles, and thus
play an important role in facilitating knowledge flows in the network.
Furthermore, many regions are present in Table 3.4 for the 1980s and the
1990s, indicating that they maintain a strong position over the whole
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Table 3.4 Regions ranked on score on liaison role

Liaison Liaison
1980s Region  value 1990s Region  value
1 UK—South East UK5 802 BE—Brussels BE1 674

Hfdst. Gew
2 CH—Berne, Zurich, etc. CH2 693 UK—South East UK5 640
3 DE—Hessen DE7 592 CH—Berne, Zurich, etc. CH2 594
4 IT—Lombardia 1T2 507 FR—1le de France FR1 450
5 DE—Baden-Wiirttemberg DE1 487 DE—Bayern DE2 418
6 BE—DBrussels Hfdst. Gew BE1 451 IT—Lombardia 1T2 385
7 UK—North West UKS8 439 NL—Zuid-Holland NL33 266
8 SE—Stockholm and SE01_2 420 DE—Nordrhein- DEA 263
Ostra Mellansverige Westfalen
9 CH—Jura, Geneva CH1 407 FI—Uusimaa, Eteld- FI11_2 255
Neuchatel, etc. Suomi
10 DK—Hillerad, DK1 383 DE—Rheinland-Pfalz DEB_C 223
Helsingor, Kgbenhavn and Saarland
11 NL—Zuid-Holland NL33 376 FR—Rhone-Alpes FR71 182
12 DE—Bayern DE2 348 DE—Bremen and DE5_ 9 173
Niedersachsen
13 UK—East Anglia UK4 345 DE—Hessen DE7 171
14 FR—Rhone-Alpes FR71 298 BE—Vlaams gewest BE2 147
15 NL—Noord-Holland NL32 294 IT—Emilia Romagna 1T4 139

Note: Regions printed in bold do not appear in Table 3.3.

period. Another peculiarity is the presence of a large number of regions from
Germany, especially in 1990s.

We now proceed to perform a more formal analysis of the different roles
that regions play in the knowledge network of Europe, with the aim to
identify the higher order regional systems of innovation which play an
important role in connecting the European national systems of innovation.

We enter the three indicators based on the structural holes theory, and the
three brokerage indicators into a factor analysis, the results of which are
shown in Table 3.5. The datasets in the 1980s and 1990s both extract two
factors with a high (>86 per cent) portion of the variance accounted for.
Moreover, the factor loadings for these two factors are similar in both periods.
The first factor loads high on effective size of the network and all three
brokerage variables. Hence, we term this factor ‘network standing’ to indicate
that it measures in a broad sense the centrality of a region in the knowledge
network. This factor measures the importance of the region’s position in the
network as well as its abundance of network resources and technological
information. The second factor loads high on the two remaining indicators,
network constraint and hierarchy, is called ‘network constraints’. This factor
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Table 3.5 Exploratory factor analysis, factor loadings

Factor 1 Factor 2

Indicators ‘Network standing’ “Network constraint’

1980s 1990s 1980s 1990s
Effect-size 0.943 0.936
Representative 0.908 0.934
Liaison 0.905 0.883
Gatekeeper 0.806 0.806
Hierarchy 0.981 0.981
Constraints 0.950 0.953

Note: Only value >0.4 has been reported in the table.

essentially measures the extent to which a region has difficulties in obtaining
resources from the knowledge network.

The factor score on the network standing factor turns out to have a rather
peculiar distribution. We calculate the range between the maximum and
minimum values on this factor score. It turns out that only nine (in the
1980s) or ten (in the 1990s) regions occupy the upper half of this range. This
indicates that the distribution over regions of this factor score is rather
skewed, with only a small number of regions taking the leading positions,
and a large pack of regions that act as followers at quite some distance from
the leaders. The regions occupying the upper half of the distribution for the
two periods are listed in Table 3.6.

The method that has been used to identify higher order innovation systems
in this way is admittedly an inductive method. It is not based on objective,

Table 3.6 Higher-order innovation systems as defined by factor sores on the ‘network
standing’ factor

Factor Factor
1980s score 1990s score
UK5  UK—South East 4.38 FR1  FR—Ile de France 4.64
IT2 IT—Lombardia 3.10 UK5 UK—South East 3.92
FR1 FR—Ile de France 2.98 1T2 IT—Lombardia 3.43
FR71  FR—Rhone Alpes 2.81 DE2 DE—Bayern 2.73
DE7 DE—Hessen 2.62 DEA  DE—Nordrhein-Westfalen — 2.52
DE1 DE— Baden-Wiirttemberg ~ 2.22 BE1 BE—Brussels Hfdst. Gew 2.25
DE2 DE—Bayern 2.20 DE1 DE—Baden-Wiirttemberg ~ 2.08
UK8  UK—North West 2.13 FR71  FR—Rhone Alpes 2.06
CH2 CH—Berne, Zurich, etc. 1.77 CH2 CH—Berne, Zurich, etc. 1.96

NL33 NL—Zuid-Holland 1.91
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pre-specified, quantitative criteria. However, the basic variables going into the
analysis (based on brokerage and structural holes) are rooted in the theory of
innovation systems, and the factor analysis performed on these indicators
does adequately summarize the empirical patterns. But the cut-off of the
range of factor scores at one half of the total range is arbitrary, and as a result
the list of regions obtained in Table 3.6 is in no sense the final answer to the
question of which are the higher order regional innovation systems in Europe.
The list may be made longer or shorter, according to how strict one would like
to make the definition.

Taking the arbitrariness of the cut-off point for granted, we look at which
regions are found on the list in Table 3.6. A prominent feature is again the
persistence of the regions in the two decades. The top-3 of the two lists
consists of the same regions in both periods, although the order in which
they appear has been changed. A total of six regions are found on the lists of
both periods. Furthermore, one may indeed say that many of the regions on
the lists are more or less expected, because these regions are rather well-
known as industrial and technological centres. Germany, the UK, and France
appear as the dominating countries, each with more than a single region on
the lists. Although Germany has the largest number of regions on the lists
overall, it does not have a region in the top-3 of either list.

Summarizing, our analysis has used social network theory to identify the
regions of Europe that play a crucial role in linking together the European
national systems of innovation. We arrive at a list of nine or ten regions that
can be said to take this role.

3.7. CONCLUSIONS AND DISCUSSION

Based on a broad-brush interpretation of the theory of innovation systems,
we have argued that national borders play an important role in constraining
knowledge spillovers between countries. This is confirmed by our empirical
results, which have been based on an, admittedly, selective indicator calcu-
lated using patent citations. Patent citations have been taken as an indicator of
knowledge spillovers between regions and the countries they belong to.
Knowledge flows are more intensive within countries than between countries.

Our argument then proceeded to mark a special role of a selected set of
regions, the so-called higher order regional innovation systems of Europe, in
linking together the national systems of innovation. Regional systems were
argued to be especially prone to play this role because knowledge does not
easily flow over large distances. Regions that are able, for example, to attract
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foreign multinationals and extract spillovers from them, may be key players in
facilitating international knowledge spillovers. These key regions act as a
knowledge centre for other regions nearby (in the same country).

Using tools from social network analysis and multivariate analysis, we were
able to identify for two different periods (in the 1980s and in the 1990s) a list
of regions that may be characterized as such higher order regional innovation
systems. It turns out that the list is small (depending on the period, nine or
ten regions), and that the same regions tend to figure on the list in both
periods. We argue that these regions are the central hubs of the European
innovation system. The top-3 of the lists in both periods features the
areas around Paris, London, and Milan. Knowledge flows in the European
innovation system at large depend crucially on these hubs, as they shorten
greatly the distance between the receiving regions at the end of their spokes.

Our analysis is mainly descriptive, in taking a specific view on the nature of
interaction between national and regional innovation systems, and applying
this to paint an impressionistic map of the European innovation system. But
our results bear implications for policy discussions, for example, on the notion
of a European Research Area (ERA). In our view, such an ERA must be
characterized as a network in which there are parts that differ greatly in
terms of their density and global connectivity. In our view, it may well be
argued that different policies must be designed for higher and lower order
regional systems. While the emphasis in lower order systems may well be on
local performance—something that is the current focus on many initiatives
related to knowledge, technology, and innovation in the Structural Funds and
other regional policies—the higher order systems require a different policy
emphasis. Their role as hubs is crucial for the performance of the system as a
whole, and therefore policies aimed at (far-reaching) diffusion are more
appropriate here.

Two lines of further research may contribute to the refinement of such
policy recommendations. In the first place, a more detailed formal theory is
necessary to outline the network nature of knowledge flows in the European
innovation system. One may think of recent advances in network models of
knowledge flows (e.g. Cowan and Jonard 2004) as a way to apply quantitative
theory to the field of innovation systems. Our results and methodology may
become more refined when insights from such models are applied. Second, we
may use the information in our dataset on sectoral specialization of innova-
tive efforts in regions. Because knowledge flows unevenly between sectors,
sectoral specialization patterns may well be related to the network position
that a region has. This is also in line with the work by Cantwell and Janne
(1999) and Cantwell and Iammarino (2001) on higher order regional
innovation systems.
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NOTES

1. Our review of the empirical literature will be limited to the key contributions using
formal quantitative methods, and patents and patent citations as the indicator of
knowledge activities. This is closest to our own methodology.

2. All calculations involving social network analysis are made using UCINET 6.0
(Borgatti, Everett, and Freeman 2002).

3. The other two roles, consultant and coordinator, involve links between two regions
in the same country, and are therefore not of prime interest to our research
problem.

4. This illustrates the similarity between the concept of brokerage and the notion of
structural hole.

5. In order to compare the density in two periods, equal sample size is required. For
the dataset in 1990s, we ignore the region PT12. The ¢-statistics is —2.662 (p-value
< 0.005), indicating that the density in the 1990s (0.1055) is significantly smaller
than the density in the 1980s (0.1228).
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Figure A.3.1. Knowledge flows network in 1980s (simplified network)
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Figure A.3.2. Knowledge flows network in 1990s (simplified network)
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Table A.3.1 Regions used in the analysis
For the following countries/regions, the NUTS classification has been used:

75

Austria France
AT11 Burgenland FR1 Ile de France
AT12+AT13 Niederdsterreich FR21 Champagne-Ardenne
AT21 Kérnten FR22 Picardie
AT22 Steiermark FR23 Haute-Normandie
AT31 Oberdsterreich FR24 Centre
AT32 Salzburg FR25 Basse-Normandie
AT33+AT34 Tirol and Vorarlberg FR26 Bourgogne
FR3 Nord-Pas-De-Calais
Belgium FR41 Lorraine
BE1 Brussels Hfdst. Gew FR42 Alsace
BE2 Vlaams Gewest FR43 Franche-Comte
BE3 Region Wallonne FR51 Pays de la Loire
FR52 Bretagne
Germany FR53 Poitou-Charentes
DEl Baden-Wiirttemberg FR61 Aquitaine
DE2 Bayern FR62 Midi-Pyrenees
DE3 Berlin FR63 Limousin
DE4 Brandenburg FR71 Rhone-Alpes
DE5+DE9 Bremen and Niedersachsen FR72 Auvergne
DE6+DEF Hamburg and Schleswig- FR81 Languedoc-Roussillon
Holstein
D E7 Hessen FR82 Provence-Alpes-Cote
d’Azur
DES8 Mecklenburg-Vorpommern FR83 Corse
DEA Nordrhein-Westfalen
DEB+DEC Rheinland-Pfalz and Saarland ~ Greece
DED Sachsen GR1 Voreia Ellada
DEE Sachsen-Anhalt GR2+GR3  Kentriki Ellada and
Attiki
DEG Thiiringen GR4 Nisia Aigaiou, Kriti
Spain Italy
ES11 Galicia IT1 Nord Ovest
ES12+4ES13 Asturias and Cantabria IT2 Lombardia
ES21+ES22+ES23  Pais Vasco, Navarra and Rioja ~ IT31 Trentino-Alto Adige
ES24 Aragon 1T32 Veneto
ES3 Madrid IT33 Friuli-Venezia Giulia
ES41 Castilla-Leon IT4 Emilia-Romagna
ES42 Castilla-La Mancha IT51 Toscana
ES43 Extremadura IT52 Umbria
ES51 Cataluna IT53 Marche

(Continued )
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Table A.3.1 (Continued )

Spain Italy
ES52 Valenciana IT6 Lazio
ES53 Baleares IT7 Abruzzo-Molise
ES61 Andalucia IT8 Campania
ES62 Murcia IT9 Sud
ES7 Canarias ITA Sicilia
ITB Sardegna

Netherlands
NL1 Noord-Nederland United Kingdom
NL21 Overijssel UK1 North
NL22 Gelderland UK2 Yorkshire and

Humberside
NL23 Flevoland UK3 East Midlands
NL31 Utrecht UK4 East Anglia
NL32 Noord-Holland UK5 South East
NL33 Zuid-Holland UK6 South West
NL34 Zeeland UK7 West Midlands
NL41 Noord-Brabant UKS8 North West
NL42 Limburg UK9 Wales

UKA Scotland
Portugal UKB Northern Ireland
PTI11 Norte
PT12 Centro
PT13 Lisboa E Vale Do Tejo
PT14 Alentejo
PT15 Algarve
Sweden
SE01+SE02 Stockholm and Ostra
Mellansverige

SE03+SE04 Smaland and Sydsverige
SE05 Vistsverige
SE06 Norra Mellansverige
SE07 Mellersta Norrland
SE08 Ovre Norrland

For the following countries, a national classification has been used:

Norway based on Fylken

NO1 Akershus, Oslo

NO2 Hedmark, Oppland

NO3 Ostfold, Busekrud, Vestfold, Telemark

NO4 Aust-Agder, Vest-Agder, Rogaland

NO5 Hordaland, Sogn og Fjordane, More of Romsdal
NO6 Sor-Trendelag, Nord-Trendelag

NO7 Nordland, Troms, Finnmark
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Switzerland based on Cantons

77

CH1
CH2

CH3

Jura, Neuchitel, Fribourg, Vaud, Geneva
Argovia, Appenzell Inner-Rhodes, Appenzell Outer-Rhodes,
Basel-Country-Basel-Town, Berne, Glarus, Lucerne, Nidwalden,

Obwalden, St. Gallen, Schafthausen, Schwyz, Solothurn, Thurgovia,

Uri, Zug, Zurich
Valais, Ticino, Grisons

Denmark based on postal regions

DK1
DK2
DK3

Hillerod, Helsingor, Kebenhavn

Fyn, Sjaelland ex. Hillerad, Helsingor, Kebenhavn

Jylland

Finland based on postal regions

FI11_12 Uusimaa, Eteli-Suomi
FI13 Ita-Sumoi

Fl14 Vili-Suomi

FI15 Pohjois-Suomi

FI2 Ahvenanmaa/Aland

Table A.3.2 A summary of national densities

Nations 1980s 1990s
AT (Austria) 0.2381 0.2619
BE (Belgium) 1.0000 1.0000
DE (Germany) 0.4295 0.5128
ES (Spain) 0.0275 0.0659
FR (France) 0.2854 0.2814
GR (Greece) 0.0000 0.1667
IT (Italy) 0.2952 0.3857
NL (Netherlands) 0.4444 0.4667
PT (Portugal) 0.0000 0.0000
SE (Sweden) 0.5000 0.2333
UK (United Kingdom) 0.5818 0.3455
NO (Norway) 0.1905 0.0952
CH (Switzerland) 0.6667 0.8333
DK (Denmark) 0.1667 0.1667
FI (Finland) 0.3000 0.3500
Network mean 0.1228 0.1039




Table A.3.3 Network density

1980s

AT BE DE ES FR GR IT NL PT SE UK NO CH DK FI
AT  0.2381 0.0000 0.044 0.0204 0.0455 0.0000 0.0857 0.0143 0.0000 0.0238 0.039 0.0204 0.1429 0.0952 0.0571
BE 0.0476 1.0000 0.1538 0.0476 0.2424 0.0000 0.2222 0.4667 0.0833 0.0000 0.4545 0.1429 0.1111 0.0000 0.2667
DE 03626 0.4359 0.4295 0.0824 0.3497 0.0000 0.2718 0.4231 0.0000 0.3462 0.3916 0.1868 0.4615 0.2051 0.2462
ES 0.0102  0.0000 0.0055 0.0275 0.0032 0.0000 0.0143 0.0071 0.0000 0.0119 0.026 0.0000  0.0238  0.0000 0.0000
FR  0.0649 0.2576 0.0874 0.0195 0.2857 0.0152 0.0909 0.1318 0.0114 0.0606 0.1736 0.0519 0.1667 0.1364 0.0818
GR  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
IT 0.0571 0.1111 0.0872 0.0238 0.0818 0.0222 0.2952 0.0800 0.0167 0.0778 0.097 0.0381  0.2000 0.0889  0.0800
NL 0.0857 0.3667 0.0846 0.0357 0.1318 0.0333 0.1400 0.4444 0.0000 0.1333 0.2000 0.0429 0.1667 0.2333  0.0600
PT  0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
SE  0.0952 0.0556 0.1282 0.0119 0.1061 0.0556 0.1111 0.1333 0.0417 0.5000 0.1212 0.119 0.0000 0.1111 0.1667
UK 0.1169 0.4848 0.2587 0.1039 0.2397 0.0606 0.2000 0.3455 0.0455 0.1667 0.5818 0.2078 0.3636 0.3333  0.1636
NO 0.0000 0.0476 0.0110 0.0204 0.0000 0.0000 0.0095 0.0000 0.0000 0.0714 0.039 0.1905 0.0000 0.0000 0.0000
CH 0.4286 0.5556 0.3846 0.0714 0.4394 0.0000 0.3778 0.4333 0.0000 0.2778 0.4242 0.1429 0.6667 0.3333  0.2000
DK 0.0952 0.2222 0.0513 0.0000 0.0152 0.0000 0.0889 0.1333 0.0000 0.0000 0.0303 0.1429 0.0000 0.1667 0.0667
FI 0.0286  0.1333 0.0615 0.0143 0.0455 0.0000 0.0267 0.0800 0.0000 0.1667 0.0000 0.0571 0.1333 0.1333  0.3000
AT 0.2619 0.1905 0.0659 0.0204 0.0455 0.0000 0.0762 0.0429 0.0000 0.0238 0.0000 0.0000 0.0000 0.0476 0.0286



BE
DE
ES
FR
GR
IT
NL
PT
SE
UK
NO
CH
DK
FI

0.1429
0.3736
0.0000
0.0714
0.0000
0.1048
0.0857
0.0000
0.1667
0.1429
0.0000
0.3333
0.0476
0.0857

1.0000
0.4103
0.0238
0.0909
0.0000
0.1333
0.3000
0.0000
0.0556
0.2727
0.1905
0.3333
0.0000
0.0000

0.2564
0.5128
0.0165
0.1154
0.0000
0.1026
0.1000
0.0000
0.0897
0.1399
0.022

0.2821
0.0000
0.1385

0.0952
0.1429
0.0659
0.0519
0.0000
0.0429
0.0214
0.0000
0.0238
0.0779
0.0000
0.1667
0.0238
0.0143

0.197

0.2832
0.0065
0.2814
0.0000
0.0667
0.1318
0.0000
0.0530
0.1570
0.0000
0.2576
0.0000
0.1091

0.1111
0.0769
0.0000
0.0000
0.1667
0.0667
0.0000
0.0000
0.0000
0.2424
0.0000
0.0000
0.0000
0.0000

0.3778
0.2872
0.0238
0.0909
0.0222
0.3857
0.0933
0.0000
0.0556
0.1455
0.0190
0.3111
0.0000
0.0933

0.4000
0.2538
0.0000
0.1409
0.0000
0.0600
0.4667
0.0000
0.0833
0.2091
0.0000
0.2000
0.0667
0.1000

0.0000
0.0462
0.0143
0.0000
0.0000
0.0133
0.0000
0.0000
0.0333
0.0364
0.0000
0.0000
0.0000
0.0000

0.1667
0.1795
0.0000
0.0455
0.0000
0.0444
0.0000
0.0000
0.2333
0.0152
0.0000
0.1111
0.0556
0.1000

0.2424
0.3147
0.0195
0.1033
0.0000
0.0545
0.1000
0.0000
0.197

0.3455
0.013

0.1818
0.0303
0.0909

0.0000
0.1099
0.0000
0.0325
0.0000
0.019

0.0429
0.0000
0.1667
0.0649
0.0952
0.0952
0.0476
0.0571

0.3333
0.5128
0.0000
0.1364
0.0000
0.0889
0.1333
0.0000
0.0556
0.2121
0.0476
0.8333
0.0000
0.1333

0.1111
0.1026
0.0000
0.0152
0.0000
0.0222
0.1000
0.0000
0.1111
0.0606
0.0476
0.1111
0.1667
0.0667

0.1333
0.2000
0.0000
0.0273
0.0000
0.0000
0.0800
0.0000
0.2000
0.1091
0.0000
0.0667
0.0000
0.3500
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Differences in Learning and Inequality?

Adne Cappelen

4.1. INTRODUCTION

It has become commonplace to say that knowledge is the most important
resource in modern economies. Estimates of national wealth often end up
with a share of total wealth due to human capital in the order of two-thirds or
three quarters of total wealth. Knowledge is accumulated through learning. In
the learning economy the core processes are related to producing, distribut-
ing, and using knowledge according to OECD (1996a). The knowledge-based
economy means, ‘...economies which are directly based on the production,
distribution and use of knowledge and information. This is reflected in the
trend in OECD economies towards growth in high-technology investments,
high-technology industries, more highly skilled labour and associated prod-
uctivity gains’ (OECD 1996a: 229).

This chapter addresses the relationship between knowledge and learning
and the income distribution in the OECD countries since 1980. Why do we
expect any relationship between learning and income distribution? One
simple microeconomic reason could be that people with more skills or
knowledge are better paid than the average worker. When there is skill
upgrading in a country this may lead to a more unequal distribution. How-
ever, this will only be the case if there is increased demand for these skills. If
not, the skill premium may fall and the income distribution may in fact
become more equal. Another reason is the classical argument put forward
by Kuznets (1955). An increase in economic growth is often caused by
structural change in the economy with a new sector growing much more
rapidly than the economy as a whole. The growth of the ICT sector is a recent
example. As a consequence demand for certain skills increases rapidly and so
will the wages paid for these skills by the new sector. Initially this increases
dispersion of wages. However, as supply of these skills increases and a much
larger share of the labour force is employed by the new sector often at the net
expense of more traditional sectors, inequality may fall. Thus, initially growth
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goes hand-in-hand with more inequality while in a more mature stage growth
and equality is taking place at the same time. This is one explanation behind
the traditional Kuznets curve that depicts an inverted U-shaped curve
between the income level and inequality.

As indicated by the quotation from OECD above, OECD countries (as well
as many non-OECD countries) are characterized by more investments in
high-tech goods and software than before. This has led many observers to
talk about a ‘new economy’. Furthermore, OECD countries have deregulated
both product and labour markets during the last two decades or have been
subject to structural reforms. In addition, many markets are subject to
globalization that has affected factor prices. Thus, skills may become obsolete
or at least the market remuneration of these skills may be influenced by more
competition in both factor and product markets. So, although the growth of
high-skilled labour is an important feature of most or all OECD countries,
this growth has taken place alongside a number of other important changes in
these countries. Thus, the combined effect on the income or wage distribution
is far from easy to determine.

The relation between learning and knowledge formally resembles how real
investments accumulate into real capital in national accounting. However,
learning is socially, geographically, and institutionally embedded in more
complicated ways than the ‘physical’ accumulation of capital. Knowledge
may according to Lam and Lundvall (this volume) be seen as either individu-
alized or collective and either as explicit or tacit. Thus, learning is not only an
individual activity but also an activity that takes place at different institutional
levels, within firms, bureaucracies, and even at the various societal levels.
Knowledge formation as well as knowledge remuneration varies with institu-
tions. In economies such as the US and UK (cf. Whitley, this volume, and Lam
and Lundvall, this volume) the labour market is characterized by high
mobility and focus on private ownership of knowledge. Thus, there are strong
incentives to codify collective forms of knowledge in these countries given the
limited long-term cooperation between firms. In economies where there is
broad-based public education and training and more of a focus on public—
private partnership as well as stronger firm linkages and strong unions,
collective knowledge is more likely to take a tacit form. Finally, in economies
where the state is more important and labour markets are dominated by large
corporations and long-term employment contracts (Japan), collective
knowledge is mobilized again mainly in firm-specific tacit forms. The way
knowledge is institutionally embedded and how labour markets are organized
in different economies, may thus affect earnings and income equality.

In the following section I present updated empirical evidence on changes in
the distribution of income and wages in many OECD countries. Next, a
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simple model of the labour market is presented and used to organize the
discussion of factors that may influence wage dispersion. Then I refer to a
number of studies that have presented different interpretations of these
empirical features before I conclude.

4.2. TRENDS IN EARNINGS INEQUALITY AMONG
OECD COUNTRIES

There is by now a vast literature on the distribution of earnings as well as the
wider question of income inequality among OECD countries (cf. Gottshcalk
and Smeeding 1997; Atkinson 1999; Forster and Pearson 2002 to mention
just a few). The literature on growth theory as well as empirical growth studies
are also concerned with the relationship between growth and inequality
(cf. Aghion, Caroly, and Garcia-Penalosa 1999 for a survey). In this section
I draw on these studies and others to present the highly diverse historical
experience of various OECD countries when it comes to their distribution of
income and more narrowly the earnings distribution.

When analysing distribution of income there are many important data
issues that need to be taken into account before comparisons between coun-
tries or even within countries over time can be made with some reliability. Let
me briefly address some of these issues. In Forster and Pearson (2002) income
is measured as total disposable income mainly by using income statistics for
tax purposes at the household level and they adjust for household size by
using equivalent scales. This is useful for some purposes but I argue not
necessarily for the purpose of studying the relationship between learning and
inequality. Economic and social changes will influence how households are
formed and dissolved but these changes vary much between countries and
over time and may have little to do with learning, earnings, and productivity.
The number of children will also affect this measure of distribution. Inequal-
ity may increase or decrease due to changes in the tax system (say taxation of
capital income) or transfers that are not linked to learning. Inequality may be
affected by working hours by adult household members that have to do with
factors unrelated to how learning and knowledge is remunerated.

Similarly, if one chooses to study earnings inequality a number of data
issues are worth considering before making any comparison between coun-
tries. Are we to use annual or weekly earnings that are affected by working
time that may change between countries and over time? If we use annual
earnings, should we focus only on full-time workers in order to avoid too
large an influence of differences in working hours and how do we make this
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adjustment consistent between countries? Would it be best to focus on hourly
wage rates since these are what workers face as parameters when they decide
how much labour to supply? Perhaps are there restrictions or barriers to
‘pure’ labour supply decisions that we should take into account? I shall not try
to answer these questions here, but they are forwarded simply to make us
aware of some difficult data issues that need to be dealt with in order to make
comparisons between countries and over time as I do in this chapter.

An alternative to a pure statistical exercise is instead to estimate individual
wage equations (Mincer equations) that explicitly try to measure how
education, work experience, and other factors closely linked to knowledge
are rewarded in the economy. If say the educational premium (How
much does the wage rate increase if you spend one more year in formal
education?) increases over time, are we then to conclude that knowledge is
rewarded more generously than before? What if there is a simultaneous
decline in the experience reward (How much more are you paid if you
work another year?) so that on the job training or ‘learning by doing’ is less
rewarded?

There is no agreed upon method or best practice available when studying
income distribution. The purpose of each study and sometimes simply data
availability will to a large extent determine the method that is most relevant.
I begin discussing changes in the distribution of income in general and not
earnings specifically. The reason for this is that the distribution of disposable
income is perhaps more relevant for discussions of social cohesion than
focusing solely on the earnings distribution which more easily can be related
to differences in skills and learning.

4.2.1. Household Distribution of Disposable Income

A number of studies have discussed changes in the distribution of income
within OECD countries over time as well as between these countries at any
time. There are various measures available as mentioned earlier, but I focus on
the Gini coefficient as supplied by the Luxembourg Income Study (LIS) in
February 2004. The advantage of using these figures is that they have been
compiled and adjusted in order to make them more suitable for comparisons
between countries and over time. I focus on the period from around 1980
and as far as recent figures go. It is generally accepted that during the 1970s
there were tendencies in most countries for income inequality to decline or
at least be stable. Even in a country like the US where inequality has increased
in recent decades, inequality decreased or was stable during the 1970s.
This seems to have changed in recent decades and many observers relate
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this change to those factors that the OECD suggests characterize the
learning economy.

The main trends are shown in Figure 4.1a, 4.1b, and 4.1c. The LIS figures
are for various years and are simply interpolated. As is evident from the
figures there are no common trends in inequality between countries over
time. Many countries have a rather stable income distribution while in some
countries there is increasing inequality. We do not observe a downward trend
in inequality for any country.

Let me comment briefly the development for each country. In Australia
there is a steady increase in inequality. Percentile ratios (also supplied by LIS
but not reported here) show that it is mainly the bottom part of the dis-
tribution that has become more unequal. In Canada the distribution of
income is fairly stable but with more inequality during the second half
of the 1990s. As for Australia, it is the bottom end of the distribution that
has changed. In the US increased inequality took place in the first half of the
1980s and during the first half of the 1990s with a large increase at the bottom
end of the distribution in the early 1980s but not thereafter. In the UK
increased inequality took place during the whole of the 1980s but not much
change thereafter. There was a large increase in inequality at the bottom end
of the distribution. For Austria, Belgium, Denmark, France, Germany,
Ireland, the Netherlands, and Norway the distribution of income has been
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Fig. 4.1a. Income inequality (Gini coefficient)
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quite stable. In Finland we observe a fairly stable income distribution but
some sign of increased inequality recently. Finally, in Sweden there has been
an increase in inequality in particular during the latter half of the 1990s.
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To sum up, there are quite diverse country experiences when it comes to
changes in the distribution of income. Clearly some Anglo-Saxon countries
have experienced some marked increases in inequality, while continental
Europe has not, or at least the increase in inequality began much later.
Anglo-Saxon countries also have a more unequal income distribution than
most other European countries. These ‘facts’ are well known to students of
income distribution and are reported by Gottschalk and Smeeding (1997). In
the OECD study by Foster and Pearson (2002) also using comparable data
from different countries, they conclude that the tendency for a more polarized
distribution within each country started in the Anglo-Saxon countries in
1980s and was followed by a similar tendency in many continental European
countries in the 1990s.

The empirical studies referred to above also show that market incomes have
become more unequally distributed. In spite of the fact that government
transfers and taxation contribute more towards equality than before (again
as a general trend not a feature of all OECD countries) the change in the
distribution of market incomes outweighs this phenomenon. The main
contributor to this change is more unequal distribution of earnings across
households (cf. Forster and Pearson 2002: 22). They show that one important
reason for this is what they call employment polarization; at the household
level, total number of hours worked is more unequally distributed than before.
There are more households where both adults work full time and fewer where
only one adult works and there are also more households where both adults are
workless. The high level of unemployment during the 1980s and 1990s has
clearly contributed to this polarization. However, we cannot infer that a more
unequal distribution of household earnings implies a more unequal remuner-
ation of skills. Let us therefore look at the distribution of wage rates in order
better to assess the relationship between learning, wages, and distribution.

4.2.2. The Distribution of Wages

OECD (1996b) presents data on the distribution of earnings for a large
number of OECD countries from around 1980 and until the early or mid-
1990s. The data are presented as the ratio of the earnings level of the upper
ninth decile (D9) to the median and the ratio between the median to the
lower level of the first decile (D1). The data are for full time workers and
presented for male and female workers separately. In order to simplify,
I concentrate on the total D9/D1 ratio in this chapter. The OECD figures
show a strong trend toward greater inequality of wages in the UK and US but
not in other countries. The increase in earnings dispersion in these two
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countries applies to both sexes as well as to the upper and lower parts of the
distribution so it is pervasive.

The increase in wage inequality in the US has been the subject of a number
of studies reviewed by Gottschalk and Smeeding (1997) and others. In order
to narrow down possible sources of increased inequality many studies have
focused on male earnings for full-time workers. The standard findings in this
literature are that there was a large increase in returns to education in the US
during the 1980s as well as an increase in returns to experience. Finally, there
was also an increase in wage inequality within specific groups even after
adjusting for education and experience. All these findings seem to indicate
that the remuneration of formal learning and on the job training as well as
unidentified personal characteristics have increased and thus contributed to
increased dispersion of wages.

According to Gottschalk and Smeeding (1997) only the UK experienced an
increase in wage inequality similar to that of the US among OECD countries.
Both Canada and Australia showed a clear tendency towards higher wage
inequality butless than in the US and UK, while France, Japan, the Netherlands,
Sweden, and Finland formed a group of countries with quite small increases in
inequality and also starting a bit later than in the other countries. Only Germany
and Italy showed no increase in inequality according to this summary of many
studies of wage inequality. Among these countries only Sweden and the UK
showed a clear tendency for the wage distribution to become more unequal due
to returns to education. Returns to experience produced more inequality in
Australia, Canada, France, the Netherlands, and the UK. Finally within group
inequality increased in Australia, Canada, Sweden, and the UK.

All in all there seems to be a consensus in the literature based on evidence
from the 1980s and early 1990s that wage inequality increased substantially in
Anglo-Saxon countries based on increased wage premiums for education and
experience as well as within group inequality. For many other OECD countries
tendencies were not so clear. But no country shows systematic signs of less
wage inequality, as was the case in several countries during the 1970s. In this
respect the evidence on wage inequality is quite similar to that on income
inequality based on household disposable income as referred to earlier.
I discuss the possible causes of the increase in wage inequality later.

It is more difficult to establish what has happened to recent developments
in wage dispersion because there is no comprehensive single database that is
up to date on this issue. What I have done is to update the figures in Table 3.1.
of OECD (1996b) as far as other sources are available mainly by linking or
calibrating more recent data to the OECD data in order to avoid any breaks.
The main source of information is an updated version of the OECD earnings
database that has data until 2001 for some countries. Additional sources are
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Atkinson (1999), Barrett, Fitzgerald, and Nolan (2000), Phelps (2000). As far
as these data go, they indicate that the qualitative features found by
Gottschalk and Smeeding (1997) are somewhat modified.

According to recent data (the ratio between the upper earnings limit of the
ninth and first decile) shown on Figure 4.2a there is still some increase in wage
dispersion going on in the US, but the increase in the dispersion during the
1990s is much less than during the 1980s. For the UK there is hardly any
increase in wage inequality at all during the 1990s. While the wage dispersion
in Australia did not change much until the mid-1990s, there is an increase in
inequality during the latter half of this decade. Wage dispersion is clearly
falling in Japan and Canada during the 1990s after having increased some-
what during the 1980s. In South Korea the large decrease in wage inequality
during the latter half of the 1980s seems to have come to a halt in the 1990s.
So the two East-Asian countries have, if anything, enjoyed stable or even a
more equal distribution of wages since the early 1980s. The experience of the
English-speaking countries is more varied and it seems difficult to claim they
follow similar patterns of development. The US development is in fact an
outlier both in terms of the level of inequality and in its trend.

Moving to continental Europe (cf. Figure 4.2b), wage dispersion in France is
quite stable or has been slightly reduced during the latter half of the 1990s. Also
in Germany the wage distribution is quite stable if we do not regard the last
observation as indicating a change in development. The same goes for Austria
while the Italian development is hard to interpret with a large decrease in wage
inequality during the 1980s and a similar but more rapid increase in the early
1990s. The wage dispersion in the Netherlands was quite stable from the mid-
1980s to mid-1990s (cf. Figure 4.2¢), but there is a jump from 1994 to 1995 that
may be due to data problems (linking various sources) but could otherwise be
interpreted to indicate an increase in wage dispersion during the 1990s.

Developments in some Nordic countries are also shown in Figure 4.2c.
Finland is an interesting case from the perspective of the ‘new economy’
because the country is relatively intensive in terms of the development and
production of ICT goods. Here, if anything, wage inequality has fallen during
the 1990s; a decade that most observers regard as the heydays of globalization
and ICT-driven technological change. Norway has hardly experienced any
change in wage dispersion during the last two decades. In Sweden, on the
other hand, there has clearly been a moderate increase in inequality for some
time. By international standards dispersion is still very low in all Nordic
countries (there are no data for Denmark for the 1990s but wage dispersion
during the 1980s was similar to that of Sweden and Norway).

For the US, the UK, and Sweden inequality is on the increase both at
the top and lower end of the distribution. In Australia there has been a
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compression of the wage distribution in the low-income end but an increase at
the top. This tendency of less inequality at the lower end of the distribution but
more inequality at the upper end is apparent in many countries such as
Finland, Germany, and Japan. For France and Austria the decline in dispersion
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is mainly due to lower inequality at the lower end of the earnings distribution.
Using the OECD earnings database, a more detailed investigation of different
parts of the earnings distribution suggests that the experience of various
countries is quite varied and no consistent pattern emerges. Thus, the
picture that emerges from Figures 4.2a—c of no common trend in the earnings
distribution is even more pronounced when looking at the distribution
in more detail. I now turn to the question of how to interpret this diverse
picture.

4.3. THE SKILL PREMIUM IN A MODEL WITH IMPERFECT
LABOUR MARKETS

In this section, I present a simple and partial model of the labour market in
order to structure my discussion of factors that may explain the changes in
wage dispersion presented above.
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Assume that demand for skilled labour (N;) relative to unskilled labour
(Nys) depends negatively on relative wages for these two groups (W;/ W)
and positively on technical change represented by a shift variable ()

Ny Wi
(5 1) (41)
NllS WLIS
By definition employment equals labour supply (S) minus unemployment
(U), hence relative employment may be written as

N, _ 1 — u & (4.2)
Nus 1_Mus Sus’

where the us are unemployment rates. Combining equations (4.1) and
(4.2) and defining s as the share of skilled labour in the total labour force,
we have:

L 1)f<%, t). (4.3)

11— Uys us

According to equation (4.3) a positive shift in ¢ due to technical
change that results in more demand for skilled workers at the expense of
unskilled (so-called skill-biased technical change or SBTC hereafter), the skill
premium will have to increase if relative unemployment is to be constant
unless there is an increase in the share of skilled persons in the labour force
denoted by sin (4.3). Note that it is relative unemployment rates and not their
absolute difference in per cent that matters for this result according to this
model.

Assume further that wage formation can be described by wage curves (cf.
Layard, Nickell, and Jackman 1991 for each skill category)

W, = PQg,(us, 1), 81> g < 0, (4.4)

Wus - Pqus(”us’ “)) glllsl’ g1/152 <0, (45)

where 1 and u,s are the skill-specific unemployment rates and where u is
the average unemployment rate, P is producer price, and Q is average labour
productivity by sector. Thus, the wage equations state that in the long run the
labour share of value added depends negatively on both skill-specific and
average unemployment. The wage curve representation encompasses several
theories on wage setting.2 Solving for relative wage rates, and assuming that
the effects of the average unemployment rate are the same for both skill
groups (cf. Bjornstad et al. 2002) yields:
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= g<ui>, g <o. (4.6)

Wus us

According to (4.6) there is a negative relationship between relative wages
and relative unemployment rates for skill groups. If wages are affected by
education-specific unemployment rates, the skill premium adjusts to skill
mismatch. However, if there is no such effect, skill mismatch is likely to
prevail, at least until supply adjusts accordingly. The exact degree of labour
market flexibility depends on the parameters, the substitution possibilities,
and the price elasticities. Notice also that demand shifts, such as SBTC, affect
wage inequality only through skill mismatch in the long run in this model.
This assumption is plausible when the labour force is endogenous. Layard,
Nickell, and Jackman (1991, ch. 6) show that only supply-side factors, such as
costs of attaining education, affect relative wages and unemployment. In
steady state, the skill premium is equal to the cost of attaining that skill.

Figure 4.3 illustrates the determination of relative wages and relative
unemployment according to equations (4.3) and (4.6). SBTC will shift the
demand curve for labour implying an upward shift in the curve marked
equation (4.3) to a higher skill premium and lower unemployment for skilled
persons. A relative increase in the share of skilled persons in the labour force
(increase in s in equation (4.3)) results in a downward shift in (4.3) and leads
to lower skill premium and higher relative unemployment for skilled persons.
We can also interpret the shift parameter as indicating what happens if there is

WS
WUS

Equation (6) Equation (3)

Figure 4.3. Determination of relative wages and unemployment rates
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a change in the structure of demand by skills due to changes in industry
structure. If one industry uses relatively more unskilled labour and experi-
ences a negative shock of some kind, the relative demand for unskilled will
decline even for a given level of relative wages. Through market forces this will
change both relative wages and unemployment rates. According to this
model, a more skilled labour force will reduce the wage premium for the
skilled. Thus, learning as such is negatively related to wage inequality. Only
when the change in demand for skills due to say technological change is
increasing faster than the upgrading of the labour force, will relative wages for
skilled workers increase.

According to equations (4.3) and (4.6), relative unemployment rates for
skilled and unskilled as well as relative wage rates are both determined by the
skill composition of the labour force (s) and the shift parameter for techno-
logical change (). It is fairly straightforward to show that this shift parameter
also can be interpreted to capture changes in international trade and as such
pickup changes in relative product prices due to say increased competition
from low income countries. In this case, we may think of the unskilled
employed mainly in one sector and the skilled in another. The standard
interpretation is, on the other hand, that in the macrosector both types of
labour are employed and there is substitution between them. I stick to the
technological change interpretation as this is by and large considered to be the
most relevant explanation for wage dispersion. This is due to the fact that
changes in the skill composition seem to have taken place in nearly all sectors
of the economy so it can be interpreted as a common shock to all sectors and
not as a sector-specific shock.

If we focus on the technological change explanation as the most relevant one
for explaining why wage dispersion has increased in some but not all countries
(cf. Figures 4.2a—c), how can the model presented be helpful? First of all, L argue
that it is reasonable to regard SBTC as a common shock to all countries studied
here. The degree of the shock may vary somewhat between countries but it is a
common shock to most sectors in all countries. According to the model
presented earlier, only changes in the skill structure of the population may
offset the effects of SBTC. Consequently, in those countries where a parallel
upgrading of skills has taken place alongside changes in technology we should
expect to see less inequality. So what do we know about changes in the skill
structure in the countries included in the figures earlier?

In Table 4.1, I show the share of the population between 25 and 64 years that
has attained the highest type of education (tertiary) for some of the countries
discussed earlier. For other countries included in Figure 4.2a—c, no compar-
able figures were found for a sufficiently long period so they are not included
here. The figures in the table show very large differences in educational levels
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Table 4.1 Share of population in per cent that has attained tertiary (type A) education

Country 1981 1989 1994 1998 2001
Australia missing 10 14 17 19
Canada 12 15 17 18 20
UK 81 9 12 16 18
UsS 22 24 25 27 28
Austria missing 6 5 6 7
France 7 7 9 11 12
Italy missing 6 8 9 10
Finland 82 10 11 13 15
Norway 7 11 17 243 28
Sweden 11 13 13 13 17

Notes: 11984. 2 1982. 31997.
Sources: OECD (1997, 2000, 2003).

by country with the US ranking highest but with Norway catching up during
the 1990s. Also Canada has a high level and Australia and the UK are rapidly
increasing their levels of education during the 1990s too. Many EU countries
have fairly low levels of their population between 25-64 years with tertiary
education according to the OECD. Both Germany and Belgium (not included
in the Table because of lack of consistent data) have relatively low levels in
2001, while the Netherlands are similar to Canada.

According to the model presented earlier, it is the change in the education
level that is relevant in ‘explaining’ changes in the wage distribution. The levels
of education will be reflected in the industry structure of countries and are as
such part of the comparative advantage created by countries, although it may
of course also affect the levels of wage dispersion. Let us, therefore, relate
changes in education levels to what has happened to changes in wage disper-
sion taking as our basic starting point SBTC in all countries. In Australia there
has been a large increase in the share of the population with higher education
thus possibly counteracting SBTC. Australia has no large change in wage
dispersion. Also Canada has increased its educational level although not by
as much as Australia. It is hard to relate changes in wage dispersion in Canada
with the upgrading of skill according to Table 4.1. For the UK, the increase in
education was moderate during the 1980s and wage dispersion increased
while there was less increase in dispersion during the 1990s when educational
levels increased more rapidly which fits well with our partial model presented
earlier. For the US, there was also less increase in the share of the population
with the highest education during the 1980s than during the 1990s, again in
line with how the model would predict a larger increase in dispersion in the
1980s than later given a constant rate of SBTC. For Austria there is little
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change in dispersion as well as in education that is not in line with what you
would expect in light of SBTC. For France the increase in the educational level
is moderate and the decline in dispersion is accordingly unexplained. The
increase in dispersion in Italy during the 1990s may partly be explained by the
lack of increase in educational level. In Finland there has been a large increase
in the level of education although from a fairly low level in line with slightly
falling wage dispersion. For Norway there has been a dramatic increase in
educational levels and no increase in dispersion. One would nearly have
expected a decline in dispersion given this change in educational levels. For
Sweden the increase in dispersion could be explained by a fairly modest
increase in higher education. Thus, taking all countries together, the figures
in Table 4.1 seem to indicate some relevance of the model presented in which
countries with substantial upgrading of their educational level have experi-
enced less increase in wage dispersion and even a decline. But there are
deviations from this story so there is obviously a need for refining our
argument. I turn to this in a moment.

It has been argued by Krugmann (1994) and others that in many European
countries the unskilled have been made unemployed by rigid wage bargaining
institutions due to SBTC, while in the US this shock has been absorbed by
changes in relative factor prices (or wages). Figure 4.4 shows that there is no
such simple relationship present in aggregate data for the countries I study. In
fact there is hardly any correlation between wage dispersion and relative
unemployment rates for skilled and unskilled. On the vertical axes I show
the wage dispersion (D9/D1) in the last year available according to Figures
4.2a—c and the ratio u/u,s in 2001 according to OECD (2003). Even if we
change the figure by using the difference and not the ratio of unemployment
rates, the no correlation story is valid. This is also the case if we use total
unemployment; there is simply no (partial) correlation between dispersion
and unemployment between countries.

So far I have not referred to changes in institutional factors that may
influence the bargaining position of the parties involved in wage negotiations.
These variables are in fact suppressed in the wage equations (4.4) and (4.5)
and affect the location of equation (4.6) in Figure 4.3 and thus relative wages.
According to the literature on wage determination and wage inequality (cf.
Blau and Kahn 1996; Wallerstein 1999; and Nunziata 2001) institutional
variables that affect the outcome of bargaining are trade union bargaining
power and the degree of coordination in wage bargaining. Trade union
bargaining power is related to:

o the proportion of employees covered by collective agreements and union
membership;
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Figure 4.4. Wage dispersion and relative unemployment rates

e labour market regulation and employment protection;

e unemployment benefits or the benefit replacement rate (BRR) that affects
‘outside options’; and

e the minimum wage that can act as a floor to wage bargaining.

The degree of coordination in wage bargaining is related to a number of
institutional factors among which the degree of centralization of wage bar-
gaining is found to be of great significance. Here one distinction is between
systems where wages are largely negotiated at the plant level (the US,
Canada, and the UK) while in many European countries wages are often
negotiated at the industry level while the Nordic countries and the Nether-
lands (since the 1982 Wassenaar Agreement) have traditionally had significant
additional national coordination and periodically direct governmental inter-
ference at the macro level, (cf. Wallerstein 1999). Interestingly EU countries
with a relatively high degree of coordination in wage bargaining also belong to
the group of countries with a relatively high share of so-called learning
organization (cf. the chapter by E. Lorenz and A. Valeyre in this volume).
Several estimates of wage bargaining coordination exist in the literature, and
it is not obvious how one best should measure an institutional factor. I have
chosen a measure of coordination developed by Wallerstein (1999) that
applies to most countries in my sample. If we relate this qualitative variable
to wage dispersion in the same way as in Figure 4.4, we get a picture of a
possible link between coordination and dispersion as in Figure 4.5. From this
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figure we clearly see a negative relation between wage dispersion and the
degree of coordination in wage bargaining. The US and Canada have hardly
any coordination in wage bargaining and large wage dispersion while in the
Scandinavian countries on the other hand there is much more coordination
and less dispersion.

Let me now try to explain changes in dispersion using changes in those
institutional factors affecting wage bargaining that I listed above and data
supplied in Nunziata (2001). For the US, there has been little change in
coordination. However, the unemployment BRR declined somewhat during
the 1980s (but not the 1990s) and union density (UD) declined during the
1980s but stabilized later. Also the minimum wage declined markedly during
the 1980s, a fact we return to in the next section. Thus, there are some changes
in institutions that may explain the increase in dispersion during the 1980s for
the US. Noticeably, these factors changed much less during the 1990s when
also dispersion was more stable. A similar story can be told for the UK where
also wage coordination measured by the proportion of employees covered by
collective agreements declined during the 1980s. Thus, here there are strong
reasons to believe that institutional changes have lead to increased dispersion
in the UK. For Australia, the degree of coordination was reduced during the
first half of the 1990s, which fits well with the moderate increase in dispersion
that we observe in Figure 4.2a from 1993 and onwards. For Canada, there are
few changes in institutions except for the minimum wage that relative to
average earnings has developed inversely to dispersion; falling markedly
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from the late 1970s until 1986 (cf. OECD 1997), and increasing thereafter
very much the opposite direction of earnings inequality according to Figure
4.2a. For Japan, there is hardly any change in the institutional factors and
inequality.

For France, the institutional variables show a diverse picture. The BRR has
declined along with UD but coordination has increased somewhat. From
Figure 4.2b we see that dispersion has not changed much. For Germany,
BRR declined recently along with UD. This should lead to more inequality
and that is what we observe during the second half of the 1990s, but changes
are small. For Austria, there are in general small changes. For Italy, the
institutional indicators point in different directions. According to Wallerstein
(1999) coordination has been reduced recently and this may explain the large
increase in dispersion during the early 1990s.

In Finland, both BRR and UD have increased and this may explain the
slight reduction in dispersion according to Figure 4.2¢c. For Norway, there is
little change in institutional factors and hardly any change in dispersion. In
Sweden wage coordination has been reduced and this might explain the
increase in dispersion. UD has on the other hand increased while BRR
shows an inverted U-shape. For the Netherlands, coordination has been stable
and BRR has increased somewhat, but here there is a strong decline in the
minimum wage that may explain the upward trend in inequality.

My summary of the country evidence is that changes in institutional
variables seem to fit well with the observed changes in wage dispersion across
countries. Thus it is a more likely candidate for explaining the diverse
experience of the OECD countries when it comes to changes in wage disper-
sion than a common technological shock like SBTC. In addition, changes in
educational attainment help explain why some countries have been more
successful in mitigating the effect of SBTC on wage dispersion.

4.4. ACLOSER LOOK AT SOME COUNTRY STUDIES

Let me now refer to some recently published country studies that can add to
our knowledge on wage dispersion and skills. Let me start with a recent study
of the US, where the debate on wage dispersion and the causes for its increase
over time have been vivid for many years. Card and DiNardo (2003) argue
against the current dominating view that SBTC is the most important factor
that can explain the rising wage inequality in the US (and elsewhere). Using
several sources of information and arguing for the use of hourly wage rates for
all workers and not annual earnings for full-time male workers, Card and
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DiNardo conclude that in the US it was only during the 1980s that wage
dispersion increased and in particular in the early part of the 1980s. Looking
at men and women separately, there is some tendency for wage dispersion to
increase for women. Note that these data are not the same as those in the
OECD earnings database which shows a moderate increase in dispersion also
during the 1990s (cf. Figure 4.2a). So it matters which wage measure is used.
This should of course make us more careful when concluding because it is far
from obvious which to choose.

Card and DiNardo (2003) also show that the education premium as
measured by the college/high school wage ratio, has been quite stable during
the 1990s. In particular, for men there is hardly any change in the ratio while
there was a large increase (more than 10 percentage points) during the 1980s
and again mostly during the early part of the decade. For women there was an
increase during the 1980s similar to that for men, but also an increase in the
ratio during the 1990s, although only half of the absolute increase of the
1980s. The reason for the large increase in the education ratio for both men
and women was that the younger cohort of college-educated persons
increased their relative wages compared to others. During the 1990s there
had been more stability in the dispersion also controlling for age. So the
education premium increased much during the 1980s in particular for
younger people and this indicates that formal skills or knowledge were
relatively better remunerated than before. However, this feature did not
continue at least not at the same pace during the 1990s. Finally, looking at
the residual in Mincer-type wage equations (i.e. after taking into account
education, age (or experience), gender, and race), the same pattern of changes
in wage dispersion occurs—an increase in dispersion during the 1980s and
little change thereafter.

Having established these empirical features of the wage dispersion in the US
(in addition to a number of other facts that we shall not consider in detail
here), Card and DiNardo (2003) argue quite convincingly that in order to
explain the increase in dispersion in the 1980s but stability in the 1990s, it is in
particular relevant to look at which of the explanatory factors survive when
taking the features of both decades into account. They argue that SBTC is
much less convincing as the main explanatory factor in the US because
productivity change due to increased production and use of computers cannot
have been slower during the 1990s than during the 1980s. In fact when looking
at aggregate productivity figures for the US economy, there is no increase in
productivity growth in the 1980s compared to the 1970s. However, such an
increase in productivity growth took place during the 1990s but then no
increase in wage dispersion occurred. Thus the timing of SBTC and
aggregate productivity growth does not match and neither does the timing
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of SBTC and changes in wage dispersion. What is then a reasonable explan-
ation? According to Card and DiNardo (2003) reduced minimum wages
is the ‘culprit’ in particular because the timing fits well. Real minimum
wages fell during most the 1980s and quite dramatically from 1979 to
1984 (by 33 per cent) but the fall continued during the whole decade while
it changed little during the 1990s. A simple regression of the D9/D1 wage
gap on the log of real minimum wages explains most of the changes in
this dispersion from 1973 to 2000 according to the authors. There are
other studies concluding similarly, in particular DiNardo, Blau and Kahn
(1996), Fortin, and Lemieux (1996), Lee (1999), and recently by Teulings
(2003).

So while much of the early literature on what explained the increasing wage
dispersion had concluded that this was mainly due to SBTC, more recent
evidence seems to question this conclusion. Instead a larger role for institu-
tional factors and changes in these factors may be called for. The main
problem with the hypothesis that large reductions in the minimum wage
level caused the increased dispersion in the US is that although it may well
explain increasing wage dispersion at the bottom end of the wage distribu-
tion, it is unclear why falling minimum wages affects the upper tail of the
distribution (i.e. the 90/50 gap).

A recent study for the UK by Gosling (2003) is based on data much in line
with those in Figure 4.2a. The growth in high incomes (the 90th percentile)
has been larger than the growth in low incomes (the 10th percentile) but with
an interesting difference between men and women. Income growth for
low-income (unskilled) women has been much larger than for men. Also
when controlling for education, Gosling finds that the educational premium
for men has been increasing but not for women; in fact, it seems like the
male education premium is converging towards the female premium. This
can explain why wage inequality among men has been increasing as more
men have acquired more skills through more human capital or education
while this has not been the case for women in the UK. However, when
comparing with the US, a different picture emerges, as there it is among
the well-educated women that wages have been increasing most. This
leads Gosling to conclude that there must be institutional differences in
the labour market between the two countries that explain the different
outcomes.

Let us now move to Norway, a Nordic country where there is generally a
more equal distribution of incomes as well as earnings. A recent study by
Hageland and Kirkebgen (2004) shows that very moderate changes in the
wage dispersion have taken place in Norway since 1980. There was compres-
sion of the wage structure during the 1970s but really no clear trend during



Learning and inequality 101

the 1980s. However, during the 1990s and in particular during the boom in
the latter half of the decade, inequality increased somewhat. This increase
took place only at the upper half of the distribution, that is full-time workers
in top deciles have become relatively richer than before. During the first (and
second) half of the 1980s the compression of the wage structure continued in
the lower part of the distribution while inequality increased in the upper part.
These changes can be decomposed into changes in skill premiums (due to
education and experience), changes in the distribution of these character-
istics, and unobserved characteristics and premiums. An interesting result in
the study by Heaegeland and Kirkebgen (2004) in our context is that they find
no systematic change in skill premiums from 1980-2000 that can explain why
there has been a moderate increase in wage inequality in Norway. There
is more systematic evidence indicating that given existing skill premiums,
education and experience have changed in order to produce a moderate
increase in inequality. In addition, unobserved skills and prices have contrib-
uted to more inequality. This result is also found in earlier studies for the US
and Sweden. This increased within group inequality (i.e. after adjusting for
sex, education, experience, sector, and region) may indicate that wage deter-
mination has become more market oriented and less centralized or influenced
by unions than before. An obvious reason for this—at least in the private
sector—is that sectors of the Norwegian economy where unions traditionally
have not been very strong have been expanding more than sectors that are
traditionally union strongholds. Thus, the increase in wage inequality in
Norway over the last twenty years is not related to increased premiums for
skills or by learning.

To sum up these three country studies they all show fairly stable educa-
tional wage premiums with the premium for UK men as the obvious outlier.
Thus at least recent evidence point to the possibility that increased formal
learning can take place without increased wage inequality. One reason may
of course be that the supply of more educated people has increased
sufficiently to match the increase in demand. In my view the argument in
Card and DiNardo (2003) that technological change during the 1990s cannot
have been less than during the early 1980s is very convincing. For the US
labour productivity increased more during the 1990s than during the 1980s.
This was even more so in Norway, while the opposite seems to be the case in
the UK. In fact, it is quite difficult to find any stable or systematic relationship
between economic growth and inequality (cf. Banerjee and Duflo 2003 for a
recent study). Comparing the change in earnings distribution according
to Figure 4.2a—c and the change in labour productivity growth according to
Table 1.A1.1 in OECD (2002) between the 1980s and 1990s simply leaves you
confused. By further comparing these changes using the data for 1970s when
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income inequality in general was on the decline in the OECD area and
productivity growth generally higher than during the 1980s, simply adds to
this confusion.

4.5. SUMMARY AND DISCUSSION

From the mid-1990s (labour) productivity growth in the US increased mark-
edly compared to previous decades when productivity growth was slow. In the
Euro area the picture is quite the opposite with dismal growth more recently
but rapid growth during the 1980s and early 1990s. Much of the increase in
US growth is due to the production and use of ICT. The rapid growth of the
ICT sector in the US is partly due to new ways of measuring output of
industries producing new capital goods of higher quality.?> Freeman (2004)
suggests that microelectronics is the key factor behind a new long wave in the
world economy, cf. while others are sceptical as to the effect that the ICT
revolution has on the overall economy (Gordon 2000). Even if there is no
general agreement on the size of the impact of ICT on the economy, there is
hardly any disagreement that it has changed and is changing production at the
firm level as well as household consumption. It makes earlier knowledge
obsolete and creates the need for acquiring new knowledge and learning.
The change in the structure of the economy with uneven growth in product-
ivity between sectors also affects labour markets and challenges previous
institutions and systems of wage bargaining (Acemoglu et al. 2001). Thus,
there are reasons to believe that the economic effects of the ICT revolution
may potentially be far-reaching and widespread including effects on the
distribution of earnings.
The main empirical findings of this chapter are the following:

e There are no systematic changes in income distribution or wage dispersion
among OECD countries during the last two decades. Some countries have
experienced increasing inequality while this is not the case for many others,
in particular when it comes to earnings inequality. There is a tendency for
inequality to increase less during the 1990s than during 1980s. In some
countries there is even falling wage inequality more recently.

e The evidence on inequality suggests that technological change and SBTC in
particular is only one of many factors contributing to more inequality.
Institutional changes and differences may be more important in studying
the relation between inequality and skills than technological change. It is
difficult to find any systematic link between changes in inequality and
productivity growth among OECD countries.
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e There is no correlation between wage inequality and unemployment differ-
ences across countries. The claim that high rates of unemployment of
the unskilled is caused by rigid relative wages needs to be modified to say
the least. There is strong evidence, both within and between countries, that
those institutional factors that influence wage bargaining—both at the
national and at firm level—also have effects on wage inequality.

e Wage dispersion has increased less or is even absent in countries where an
increasing proportion of the population has attained tertiary education. In
many EU countries the level of education is relatively low compared to most
OECD countries. Both in order to promote growth and avoid increasing
inequalities, these countries should focus more on stimulating education.
In this sense more learning is good both for growth, equality and social
cohesion.

If we relate these observations on earnings inequality to institutional differ-
ences between countries we may perhaps shed new light on our findings. In
most Anglo-Saxon countries (US, UK, Australia, but not Canada) earnings
inequality has increased. This phenomenon has been studied extensively and
the standard view is that this change in distribution is mainly due to specific
changes in technology. But in addition labour markets have been deregulated
in these countries and are also characterized by high mobility and the focus is
on private ownership of knowledge. Expenditures on higher education are
high and increasing and so is productivity. The results of this productivity
growth have been individually appropriated and inequality has increased.

In some Asian countries (Japan and South Korea) there has not been much
increase in wage dispersion (rather the opposite). Labour markets in these
countries are much influenced by large corporations and knowledge is more
collective in nature. Thus productivity improvements are distributed to many
and inequality has not increased.

In many continental EU countries labour markets have not been much
deregulated although some structural reforms have been carried out. In these
countries there is more focus on private—public partnership and strong firm
linkages and strong unions where tacit knowledge is harder to remunerate
individually. Thus there is less increase in inequality in spite of a rapid growth
in labour productivity during the 1980s and first half of the 1990s. According
to the chapter by Lorenz and Valeyre in this volume, many of these countries
also have a high share of learning organizations.

Finally, in most Nordic countries labour markets are still quite regulated
and bargaining coordinated (but with some deregulation in Sweden) and
there is less change in inequality (again with Sweden as the exception) in spite
of high productivity growth.



104 Adne Cappelen

So, even if countries should face similar productivity shocks, their institu-
tions vary both at the firm level as well as at the industry and macro-levels.
These institutional differences are probably important for explaining why the
changes in productivity have been distributed so differently between coun-
tries during the last decades with large increases in inequality as a result in
some countries but not in others.

NOTES

1. I am indebted to Torbjern Heegeland and the editors for comments on an earlier
draft.

2. Competitive labour market, bargaining between labour unions and firms, and
efficiency wages, see Blanchflower and Oswald (1994).

3. A seminal contribution to the methodological change in output measurement is
Gordon (1990).
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The Learning Organization and National
Systems of Competence Building and
Innovation

Alice Lam and Bengt-Ake Lundvall

5.1. INTRODUCTION

There is a growing understanding that knowledge is at the core of economic
development. This is reflected in OECD publications referring to the
knowledge-based economy (OECD 19964, 1996b; Foray and Lundvall 1997).
Here we prefer to define the present stage as a ‘learning economy’. Knowledge
has always been at the core of economic development, and it is not obvious
that there has been a radical change in ‘the amount of economically useful
knowledge’. The useful stock of knowledge is not the sum of all knowledge
that was ever created in the history of mankind. A lot of knowledge has been
lost in a process of creative destruction.

The last decades have been characterized by an acceleration of both
knowledge creation and knowledge destruction (EIRMA 1993; Carter 1994).
Information and communication technology (ICT) has made a lot of
information more easily accessible to a lot of people, but it also has made
many skills and competencies obsolete. What is really new is the high rate of
change and, as we discuss below, this acceleration of the rate of change is
perhaps the most important impact of the wide use of ICT. What constitutes
success in the current market economy for individuals, firms, regions, and
national economies is rapid learning and forgetting (because old ways of
doing things often get in the way of learning new ways).

In this new context the learning capability of firms located in the domestic
economy becomes a major concern for national governments and, vice versa,
the national infrastructure supporting knowledge creation, diffusion, and use
becomes a concern for management and employees. To get the two to match
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and support each other becomes a prerequisite for economic success for firms
as well as for the national economy. The new economy gives new responsi-
bilities to both business and governments. One of the major objectives of this
chapter is to demonstrate that societal institutions, which may exist at the
national or regional levels, shape the types of organizational learning
predominating at the level of the firm.

The analysis presented in this chapter illustrates the logic of institutional-
ized variation in patterns of learning and innovation. It also discusses how
such variation may enable, or constrain regions or countries to create
organizational forms needed for generating the types of innovation associated
with different technologies or industrial sectors. The chapter argues that tacit
knowledge, which is difficult to create and transfer in the absence of social
interaction and labour mobility, constitutes a most important source of
learning and sustainable competitive advantage in an increasingly globalized
knowledge-based economy. Learning builds on trust and social capital. Insti-
tutions that are able to imbue these elements into firms and markets encour-
age interactive learning and are more likely to produce strong innovative
capabilities.

5.2. TOWARDS A LEARNING-BASED THEORY OF THE FIRM

There is a gap between the normative, management-oriented literature on
learning organizations on the one hand and theoretical contributions regard-
ing the theory of the firm on the other. In the first category, we find strong
recommendations to focus on the management of knowledge but these
recommendations are sometimes based on a rather limited perspective.
They reflect correctly that firms need to give more attention to their capacity
to learn and to manage knowledge, but in order to promote their ideas, they
tend to abstract from the wider set of activities and functions related to good
performance. In theories of the firm, considerations of knowledge and learn-
ing are either absent or integrated in a somewhat static way. It might be
worthwhile to consider how this gap could be narrowed in order to make the
management literature more comprehensive and the theories of the firm
more relevant.

In what follows we will indicate how the original contribution by Penrose
(1959) on the resource-based theory of the growth of the firm can be devel-
oped into a learning-based theory of the firm. The fact that firms and
management teams search and learn is taken into account by Penrose
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(1959: 76-80 et passim).! In her model it is the competence of management
and the human resources it controls that set the limits for growth. It is
implicit in the analysis that it is more time-consuming and costly to develop
this core of knowledge than to acquire other types of (tangible) resources.

If we bring this analysis to its logical conclusion we end up with a learning-
based theory of the firm. If it is correct that the limits to growth (Penrose
assumes that in practical terms the objectives of growth and profit are
inseparable, 1959: 30) are set by the competence of the management team
and the costs of extending this team, the increase in competencies becomes the
most important strategic objective. Or, as formulated by Senge (1990), ‘the
only enduring source of competitive advantage is the ability to learn’

It is interesting to note that recent contributions by Penrose (1959, 1995)
and Richardson (1996, 1997) also indicate the need for such a more dynamic
(learning-based) theory of the firm. In the new foreword to her classical text,
where she brings together and comments on what seem to be the most
important new developments since she published her own work, Penrose
points to the contribution by Loasby (1991) and his emphasis on how
management construct ‘research programmes’ that make it possible for indi-
viduals to learn without threatening the coherence of the firm. The most
recent contributions by Richardson (1996, 1997) have typically presented
theoretical and empirical analysis of processes of knowledge creation in highly
dynamic sectors.

5.2.1. Three Basic Functions of the Firm

It is useful to specify the basic functions of the firm into three categories:

— Allocating scarce resources (statics)

— Exploiting underutilized resources by entering into new activities
(first-order dynamics)

— Speeding-up learning and creating new competencies (second-order
dynamics)

The three functions are at the focus of three different theories of the firm—
neoclassical, resource-based, and learning-based theories of the firm. But real
firms have to take all the three functions into account. The firm will reallocate
its resources if there is a (substantial) change in relative factor prices. To
exploit underutilized resources and to use the existing knowledge base, in
connection with the introduction of new products, is also an important part
of the strategy of firms. But, in the long run, the success and growth of the
firm will depend on its capability to build new competencies.
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It is also important to note that there are trade-offs between the three
functions. A strictly ‘optimal’ use of all resources (with no x-inefficiency) will
leave too little slack for flexible adaptation and for growth endeavours. A
growth pattern characterized by a ‘harmonious’ combination of ‘similar’
activities may hamper the learning capability by reducing the diversity on
which learning processes thrive (see below on this point).

The three functions may take on different weight in different parts of the
economy. In those parts of the economy that are stable in terms of techno-
logical opportunities and user needs, we might find firms that successfully
focus on the static allocation function. In other parts where the rate of change
is dramatic, the third function becomes the central concern of management.2

One aspect of the learning economy is that there is a general movement
within firms that gives stronger emphasis to the third function, and this is
why there is a demand for the management literature on how to implement
learning organizations and knowledge management. But, of course,
knowledge management strategies have to take into account the other two
functions as well. Firms still have to be concerned about their allocation of
existing resources and about growth on the basis of its existing competencies.

5.2.2. Building Learning Organizations and Integrating Strategies
of Competence Building at the Level of the Firm

The theoretical considerations discussed above have their correspondence in
management considerations. Management is constantly in a situation where
it has to consider alternative ways of creating and using competence eman-
ating from different sources. These choices have to do both with human
resource development (HRD) and with the degree of vertical integration of
tasks. The competence of the work force will reflect a combination of hiring/
firing decisions and investment in internal training and learning. Takeovers
and mergers is one way to get access to individual and collective knowledge
pools while a positioning in networks or in strategic alliances is another.
Knowledge management needs to have an integrated and coherent approach
to the use of these different sources. An integrated competence building strategy
is needed and such a strategy should take into account how to combine the
three different major sources of competence building: internal competence
building, hiring and firing, and network positioning (see Figure 5.1).

Firms differ in how strongly they emphasize each of these elements
both between and within national innovation systems. Japanese firms have
emphasized internal competence building while most hi-tech firms in Silicon
Valley depend on learning through high inter-firm mobility of employees
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Coordinating and calibrating three sources of
competence building

v Y v
Hiring and firing Internal competence Networking and
building alliances
A 4 A \ 4
Labour market and R&D, in -house training Customers, suppliers,
education environment and building a learning knowledge institutions,
organization partners, competitors

Figure 5.1. Knowledge management in the learning organization

within the industrial district. In Denmark, the institutional set-up of the
training system and the labour market supports networking firms and high
mobility in the labour market, making it attractive for firms to locate in
‘industrial districts’ Below we develop a taxonomy of organizational strategies
and national systems that bring such differences into focus.

As we see there is no single optimal strategy in this respect. What is a good
practice will depend on sectoral and regional contexts. Under all circumstan-
ces, the diagram gives a first hint that there is a connection between the
knowledge management style of the firm and education and labour market
institutions. It is important when designing public training and labour
market reforms to be aware of the behaviour of firms in this respect and to
balance the needs of the firms to social needs. The aim of reform should be
to shape framework conditions in such a way that firms get strong incentives
to contribute to competence building without undermining social cohesion
in society at large.

5.2.3. The Generic Trends Towards Learning Organizations

An extensive literature shows that there is a strong synergy between the
introduction of new forms of organization and the performance and innovative
capacity of the firm (Gjerding 1996; Lorenz and Valeyre, this volume; Lund
and Gjerding 1996; Lundvall 1999; Lundvall and Nielsen 1999). Establishing
the firm as a learning organization characterized by decentralized responsibil-
ity, teamwork, circulation of employees between departments, and investment
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in training has a positive impact on a series of performance variables. Flexible
firms are characterized by higher productivity, by higher rates of growth and
stability in terms of employment, and they are more innovative in terms of
new products. Research also shows that success in terms of innovation is even
greater when such a strategy is combined with active networking in relation to
customers, suppliers, and knowledge institutions.

While there are generic tendencies reflecting the movement towards a
learning economy, different types of organizations learn and manage know-
ledge differently. During the past decade, a large literature has discussed new
organizational models and concepts designed to support organizational
learning and innovation (see Lam 2004). These models include ‘high per-
formance work systems’ or ‘lean production’ (Womack, Jones, and Roos
1990), pioneered by Japanese firms in the automobile industry; and the
‘N-form corporation’ (Hedlund 1994) and ‘hypertext organization’ (Nonaka
and Takeuchi 1995). Concepts such as ‘cellular forms’ (Miles et al. 1997),
‘modular forms’ (Galunic and Eisenhardt 2001), and ‘project-based networks’
(DeFillippi 2002) reflect the growth of flexible and adaptive forms of organ-
ization with a strategic focus on entrepreneurship and radical innovation in
knowledge-intensive sectors of the economy. These studies highlight the
different ways in which firms seek to create learning organizations capable
of continuous problem-solving and innovation. Very few studies explain
the nature of the learning processes underpinning these structural forms,
the types of innovative competences generated, and the wider institutional
context within which this organizational learning is embedded.

One of the major points in this chapter is to demonstrate how the national
(or regional) context shapes the forms of organizational learning predomin-
ating at the level of the firm. In the next section we start from the now widely
diffused concept ‘the national system of innovation (NIS)’ and discuss how it
can be both extended and deepened by putting competence building of
people and organizations at the centre of the analysis.

5.3. TOWARDS A CONCEPT OF NATIONAL SYSTEMS
OF COMPETENCE BUILDING AND INNOVATION

The concept of NSI goes back to Friedrich List (List 1841). The analysis of
national systems developed by List took into account a wide set of national
institutions, including those engaged in education and training as well as
infrastructures, such as networks for transportation of people and commod-
ities (Freeman 1988). The modern revival of the concept some 1215 years
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ago gave rise to different more or less broad (often implicit) definitions of
innovation systems.

The US approach (Nelson 1988, 1993) linked the concept mainly to high-
technology industries and put the interaction between firms, the university
system and national technology policy at the centre of the analysis. Freeman
(1987), in his analysis of Japan, introduced a broader perspective that took
into account national specificities in the organization of firms—he empha-
sized for instance how Japanese firms increasingly used ‘the factory as a
laboratory. The Aalborg approach (Lundvall 1985; Andersen and Lundvall
1988) also took the broader view: it looked at NSI as rooted in the production
system, and it also emphasized the institutional dimension, where institutions
where defined theoretically as norms and rules (Johnson 1992). Porter (1990)
brought in regimes of competition as important dimensions of national
systems.

But none of these approaches gave education, training, and labour markets
the central role that they deserve. The education systems and labour markets
are nationally constituted, and it is obvious that they play a key role
in competence building and thereby in shaping the foundation for innovation
processes. There are national specificities in the formation of skills and in the
national labour dynamics as well as economic and cultural barriers to the free
movement of labour across national borders. There are important changes
taking place that increase the international mobility of highly skilled labour,
but there is little doubt that ‘human capital’ and labour remains the least
mobile of the resources used in the production process.

There have been some broader approaches that give more attention to the
role of labour markets and training in national systems. Starting from
a different tradition that, historically, has put less emphasis on technical
innovation and more on macroeconomic dynamics, regulation school econo-
mists have been among the first to introduce the human resource dimension
when pursuing comparative analyses of national systems (Amable, Barré, and
Boyer 1997). Also, in the parallel work on ‘national business systems’ pursued
by Whitley (1996 and this volume) and others there is an emphasis on
national specificities in HRD systems and labour markets.

5.3.1. Innovation Systems—Three Alternative Perspectives

We can thus identify at least three different ways of delimiting the innovation
system. The first is the innovation system as rooted in the R&D system, the
second is the innovation system as rooted in the production system, and the
third is the innovation system as rooted in the production and human
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resource development system. There are several reasons why the last perspec-
tive is to be preferred.

Several OECD countries that are characterized by a low-tech specialization
in production and exports are among the countries in the world with the
highest GNP per capita. To focus on the rather small part of the economy
engaged in formal R&D activities would give very limited insights regarding
the growth potential for these countries. This is true for most small OECD
countries and for developing countries. It may be argued that the ‘made in
America’ study (Dertoutzos, Lester, and Solow, 1989) and the ‘made in France’
study (Taddei and Coriat 1993) indirectly have demonstrated that this wider
perspective has relevance even for the big OECD countries.

A second reason has to do with the fact that empirical studies especially at
the regional level (see Gelsing 1992 and Jensen 1992) only partially support
the original hypothesis in Lundvall (1985) about innovation systems as
primarily constituted by inter-firm, user—producer relationships. It is an
obvious alternative to broaden the perspective on regional and national
systems and to see them as constituted also by a common knowledge base
embedded in local institutions and embodied in people living and working in
the region.

The final and perhaps the most important reason for taking the broader
view has to do with the basic assumption presented above about the present
era as dominated by a ‘learning economy’. This hypothesis points to the need
to give stronger emphasis to the analysis of the development of human and
organizational capabilities. In the national education systems people learn
specific ways to learn. In labour markets they experience nation-specific
incentive systems and norms about what kinds of knowledge are the most
valuable. Again this will have an impact on how they learn. This is a theme
that is addressed in the next section.

5.4. KNOWLEDGE, ORGANIZATION, AND SOCIETAL
INSTITUTIONS

The knowledge creation and learning capabilities of firms cannot be separated
from specific organizational forms and societal institutions (Lam 1997, 20004).
Here, we develop a typological framework linking the micro and macro levels
to explain the links between learning patterns, organizational forms, and
societal institutions. It highlights the importance of education and training
systems, and types of labour markets as the key societal institutions shaping
organizational forms and the learning capabilities of firms.
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Education and training shape the social constitution of ‘knowledge’, and
thus provide the basis of qualification, work status, and job boundaries. As
such, they influence the relative status and importance of different types of
knowledge, and the nature of their interaction. The types of labour market
determine the locus of learning, the incentives for developing different types
of knowledge, and define the boundaries and social framework within which
individual learning interacts with collective learning. These institutional
features interact with organizational structures and processes to generate
different types of knowledge, patterns of learning, and innovation.

The analysis seeks to link together the literature on knowledge and learning
with that on organizational forms and NSI. In order to cover these fields,
normally treated separately, a number of simplifying assumptions have to be
made. However, we believe that this integrated approach has great heuristic
value both for theoreticians who tend to be locked in into more narrow fields
of analysis and for practitioners who may also tend to focus too myopically
either on the organizational or at the societal level.

5.4.1. Characterizing Knowledge

The knowledge of the firm can be analysed along two dimensions: the
epistemological and ontological. The former concerns the modes of expres-
sion of knowledge, namely, Polanyi’s distinction (1962, 1966) between explicit
and tacit knowledge. The latter relates to the locus of knowledge which can
reside at the individual or collective levels. These two dimensions give rise to
four different forms of organizational knowledge: ‘embrained’, ‘embodied,
‘encoded’, and ‘embedded’ knowledge (see Figure 5.2):

Embrained knowledge (individual and explicit) is dependent on the indi-
vidual’s conceptual skills and cognitive abilities. It is formal, abstract, or
theoretical knowledge. It is typically learnt through reading books and in
formal education. Embrained knowledge enjoys a privileged social status
within Western culture. The high-occupational status of science compared
with engineering reflects this.

Individual Collective
Explicit Embrained knowledge Encoded knowledge
Tacit Embodied knowledge Embedded Knowledge

Figure 5.2. Knowledge types
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Embodied knowledge (individual and tacit) is action oriented; it is the
practical, individual types of knowledge on which Polanyi (1962, 1966)
focused. It is learnt through experience and training based on apprenticeship
relations. Embodied knowledge is also context specific; it is ‘particular know-
ledge’ which becomes relevant in light of the practical problem solving
experience (Barley 1996).

Encoded knowledge (collective and explicit) is shared within organizations
through formal information systems—any member of the organization who
knows the code can easily get access to relevant databases through the use of
IT. Encoded knowledge is formed in making explicit as much as possible of
tacit knowledge. This is well-illustrated by the principles of Scientific Man-
agement which attempt to codify worker experiences and skills into objective
scientific knowledge.

Embedded knowledge (collective and tacit) is built into routines, habits,
and norms that cannot easily be transformed into information systems.
Embedded knowledge is produced in an interaction among different mem-
bers of the organization, and it may be supported by storytelling and
processes aiming at making members of the organization share its cultural
norms. Embedded knowledge is relation specific, contextual, and dispersed. It
is an emergent form of knowledge capable of supporting complex patterns of
interaction in the absence of written rules.

5.4.2. Characterizing Organizations

All organizations potentially contain a mixture of knowledge types, but their
relative importance differs. Organizations may be dominated by one type of
knowledge rather than another. To each of the knowledge forms there
corresponds an ideal type organization. We distinguish four ideal typical
organizational forms, using two dimensions: the degree of standardization
of knowledge and work, and the dominant knowledge agent (individual or
organization) (see Figure 5.3). These different organizational configurations
vary in their ability to mobilize tacit knowledge, resulting in different
dynamics of learning and innovation.

5.4.2.1. Professional Bureaucracy and Embrained Knowledge

Professional bureaucracy (based upon individual and standardized know-
ledge) refers to a hierarchical complex organization where individual experts
are highly specialized and where they operate within narrowly defined fields
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Individual Organization
Standardized work Professional bureaucracy Machine bureaucracy

(embrained knowledge) (encoded knowledge)
Non-standardized work Operating adhocracy J-form organization

(embodied knowledge) (embedded knowledge)

Figure 5.3. Organizational types

of knowledge. Such organizations may be especially efficient when the
environment is stable and the need for high degree of professional precision
is necessary to avoid big negative risks. However, its learning focus tends to be
narrow and constrained within the boundary of formal specialist knowledge.
Tacit knowledge is circumscribed and contained; it plays a limited role in a
professional bureaucracy. Professional bureaucracies are not innovative,
and they will get into serious crisis when faced with radical change in the
environment.

5.4.2.2. Machine Bureaucracy and Encoded Knowledge

Machine bureaucracy (with a knowledge base that is collective and
standardized) refers to an organization where the dominating principles are
specialization, standardization, and control. This is an organizational form
that is well suited for mass production in a stable environment. It may be said
to be the ideal type of Fordist production where principles of Taylorist
management are predominating. There is a clear dichotomy between the
‘execution’ and ‘conception’ of knowledge. The managers are the key agents
responsible for translating individual knowledge into rules and procedures
and for filtering information up and down the organizational hierarchy. A
large part of tacit knowledge is naturally lost in the translation and aggrega-
tion process. It is a structure designed to deal with routine problems but is
unable to cope with novelty or change.

5.4.2.3. ‘Operating Adhocracy’ and ‘Embodied Knowledge’

Operating adhocracy (the knowledge base is individual and non-
standardized) is a highly organic form of organization with little standard-
ization of knowledge or work process. It relies not only on the formal
knowledge of its members, but draws its capability from the diverse
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know-how and practical problem-solving skills embodied in the individual
experts. It has a strong capacity for generating tacit knowledge through
experimentation and interactive problem-solving. Organizations engaged in
providing non-standard, creative, and problem-solving services directly to the
clients, such as professional partnerships, software engineering firms, and
management consultancies, are typical examples. In these organizations, for-
mal professional knowledge may play only a limited role; a large part of the
problem-solving activities has very little to do with the application of narrow
standardized expertise and more to do with the experience and capacity to
adapt to new situations. Tacit knowledge is generated through interaction,
trial-and-error, and experimentation. It is a very flexible and innovative form
of organization. Its weakness has to do with the problems of reproducing what
has been learnt into an organizational memory and with a high degree of
vulnerability when it comes to individuals leaving the organization.

5.4.2.4. J-Form Organization and Embedded Knowledge

The J-form organization (with a knowledge base that is collective and non-
standardized) derives its capability from knowledge that is ‘embedded’ in its
operating routines, team relationships, and shared culture. Its archetypal
features are best illustrated by some of the big knowledge-intensive Japanese
firms (Aoki 1988; Nonaka and Takeuchi 1995). It combines the stability and
efficiency of a bureaucracy with the flexibility and team dynamics of an
adhocracy. One fundamental characteristic is that it allows an organic, non-
hierarchical team structure to operate in parallel with its formal hierarchical
managerial structure. Shared values and organizational culture form the
environment where interaction across functions and divisions take place in
a systematic manner. This is an adaptive and innovative form of organization.
It has a strong capacity to generate, diffuse, and accumulate tacit knowledge
continuously through ‘learning-by-doing’ and interaction. It is good at
generating incremental and continuous innovation. However, learning in
the J-form organization is also potentially conservative. Its stable social
structure and shared knowledge base may block radical innovation.

5.4.3. Characterizing National Systems of Competence Building
and Innovation

The relative dominance of different knowledge types, and the ability of an
organization to mobilize tacit knowledge as a source of learning are power-
fully influenced by the wider societal and institutional factors. Here, we focus
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on education and training systems and labour market organizations as key
institutional features shaping the knowledge and learning pattern of firms.
Our implicit argument is that these institutional aspects and patterns of
learning within firms are inter-dependent and they constitute a subsystem
within the wider national system. There is a process of mutual adaptation
between knowledge types, organizations, and institutions. Other national
institutions such as the capital market also affect learning within firms but
in a less direct way, and the process of mutual adaptation is less obvious.

5.4.3.1. Education and Training Systems: Narrow ‘Professional-
Oriented’ vs. Broad ‘Competence-Based’

On the education and training dimension, national systems can vary accord-
ing to the relative importance they attach to different types of knowledge (e.g.
formal academic knowledge vs. practical skills), the level of formal
professional control over the nature and content of high-level expertise, and
the distribution of competence among the entire workforce. A narrow ‘pro-
fessional-oriented’ system is characterized by the dominance of formal aca-
demic knowledge, a high degree of professional control over training
programmes, and an uneven two-tier distribution of competence: a well-
developed higher education system for the professional elites while the
majority of the workforce is poorly trained. Such a system gives rise to a
narrow conception of knowledge, and the expertise acquired tends to be
highly specialized and distant from problem-solving practices. For example,
the system in the UK and US can be described as narrow professional oriented.
It displays a strong bias towards academic education and attaches little social
status and economic credibility to practical skills which acts as a disincentive
for investment in this area. As a result, there is a widespread lack of formal
intermediate skills and qualifications among the general workforce in these
two countries (Buechtemann and Verdier 1998). Such a system creates a bias in
the use of human capital and labour market polarization. It is associated with a
bureaucratic form of work organization. The wide disparity in the educational
backgrounds and skill levels between the different categories of the workforce
generates knowledge discontinuities and social distance within firms. It
reinforces the domination of formal knowledge over tacit skills.

In contrast, a broad competence-based education and training system rec-
ognizes the value of both academic education and vocational training. It is
characterized by a widespread and rigorous general and vocational education
for a wide spectrum of the workforce. Such a system is more conducive to a
decentralized mode of work organization. A more even distribution of compe-
tence among the workforce provides a better basis for interactive learning and
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the cultivation of tacit knowledge as a source of organizational capability. The
cases of Germany, Japan, and also Denmark are illustrative (Koike 1995; Kris-
tensen 1996; Soskice 1997). The systems in these countries accord relatively
high-social status to ‘practical experience, and recognize it as a source of
competence and qualification. This encourages investment in vocational train-
ing which has resulted in a good supply of intermediate skills. This enables firms
to organize work in a more cooperative and decentralized manner, conducive to
the transmission and mobilization of tacit knowledge.

5.4.3.2. Labour Markets and Careers: Occupational vs. Internal Labour
Markets

Labour market institutions constitute another important dimension of
national systems of competence building. They influence the knowledge base
and learning capabilities of the firm in three main ways. First, these determine
the extent to which expertise is developed outside or within the firm, and hence
the relative importance of formal education and training institutions vis-a-vis
employers in defining the knowledge base of the firm. Second, they determine
career mobility and incentives for individual workers and the capability of the
firm in acquiring and accumulating different types of knowledge. And third,
they shape the individual’s career and social identity and define the boundaries
of learning. A broad distinction can be drawn between systems where careers
take place through job shifts in an occupational labour market (OLM) and
where the typical career is connected to a firm-based internal labour market
(ILM). The former implies a higher degree of market control over skills and
competence criteria, and hence a stronger tendency towards formalization and
codification of knowledge across firms. In contrast, the latter allows a greater
degree of individual firm control over the definition of expertise, leading to a
lower level of standardization of expertise around formal knowledge.

5.4.3.3. Occupational Labour Market

An OLM offers a relatively high scope for job mobility. Knowledge and
learning are embedded in an inter-firm career. Formal education and training
play a much greater role in generating directly relevant occupational compe-
tence. The type of qualifications generated can be highly task-specific based
on standardized, advanced ‘packaging’ of knowledge and skills (e.g. craft-
oriented training or professional education). Alternatively, it can be a broad-
based general education that can be adapted and applied across a wide variety
of work settings and tasks. The former approach assumes that the task
environment is relatively stable and the knowledge required can be codified



The learning organization and competence building 123

and pre-packaged in initial training programmes. The latter, in contrast, rests
on the notion that the task environment is uncertain and the knowledge
required is fluid and emergent. It cannot be easily bundled into occupations
or codified in advance, and hence requires a broad-based initial qualification
to enable individuals to pursue a more varied and flexible approach to
continuous learning.

In an OLM, knowledge and skills are owned by and embodied in the
individuals; they are personal property for career advancement. The trans-
parency and transferability of the knowledge acquired is of paramount
importance for inter-firm career mobility. Such career mobility relies on
effective signals: dependable information about the type and quality of skills
and knowledge that individuals have. This can be based either on public
certification (institutional signals), or peer group recognition (information
signals). The former approach works well provided that the knowledge and
skills required can be easily identified and codified, i.e. bundled into specific
occupations with a distinctive set of tasks or problems to which these skills
and knowledge are applied. In situations where the tasks are highly fluid and
unpredictable, and the knowledge used contains a large tacit component,
institutional signals become insufficient and unreliable. This is because tacit
skills cannot be easily codified; they can only be revealed through practice and
work performance. Their transfer will have to rely heavily on social and
professional networks based on shared industrial or occupational norms. In
other words, the efficient transfer and accumulation of tacit knowledge in an
OLM requires the support of a ‘containing social structure’, for example, the
formation of a community-based OLM based on localized firm networks and
industry clusters (Saxenian 1996). Social networks facilitate the ‘marketabil-
ity’ of cumulative personal tacit skills.

Learning within an OLM tends to be person centred and market oriented.
It is rooted in the individual’s professional and career strategy, and charac-
terized by a greater degree of autonomy and latitude in the boundary and
domains of learning. This can potentially enlarge the knowledge base of the
firm and stimulate radical innovation. Moreover, firms operating in an OLM
are able to reconstitute their knowledge base through hiring and firing.
This allows them to respond flexibly to shifting market requirements and
technological changes.

5.4.3.4. Internal Labour Market

Internal labour markets are characterized by long-term stable employment
with a single employer and career progression through a series of intercon-
nected jobs within a hierarchy. Knowledge and learning are embedded in an
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intra-firm career; a large part of the knowledge and work-related skills is
generated through firm-specific on-the-job (OJT) training. Formal know-
ledge acquired through education serves only as an entry qualification and
provides the basis upon which work-related skills are built within the firm.
The nature of the work organization and careers determines the quality and
boundaries of learning through OJT. Where jobs are narrowly defined and
careers are organized around hierarchies of jobs with tiered boundaries based
on formal entry qualifications as in the case of a machine bureaucracy, OJT
will tend to be narrow and job-specific. In contrast, an ILM can also be
organized around broadly defined jobs and a continuous career hierarchy
based on a common ranking system (e.g. the case of Japan). Progression to
upper level positions is achieved, in this case, through accumulation of a wide
range of skills and organizational experience. Formal knowledge plays only a
limited role in defining competence criteria and entry to senior positions; the
key emphasis is on the long-term accumulation of firm-specific skills and
practical experience. OJT is broad-based and linked systemically with career
progression. This increases the variety of experience and facilitates the gen-
eration of tacit knowledge. Job rotation also serves an important socialization
function and helps to reduce social distance between different categories of
the workforce. The close integration of OJT with career progression also gives
individuals a strong incentive to accumulate knowledge through practical
experience. The career hierarchy becomes a device for tacit knowledge
creation and learning.

Learning within an ILM tends to be organization-oriented and self-
reinforcing. It evolves along the internal requirements of the firm, and is
rooted in a firm-based career and organizational identity. The stability of
personnel within an ILM facilitates the retention and accumulation of know-
ledge. Firms may display a strong capacity for incremental innovation and
focus on developing a distinctive core competence.

5.4.3.5. Four Contrasting Societal Models of Competence-Building
System

The education and labour market dimensions are inextricably linked, and
there is an institutional logic defining their specific configurations. The
interaction between these institutions gives rise to four contrasting ‘societal
models’ of competence-building systems (see Figure 5.4). The term societal
requires some qualification. It is used in a broad sense to point out the effect
of institutional environments on ways of organizing knowledge and learning
rather than simply to emphasize national distinctiveness. The institutional
environment may exist at the national, regional, or sector levels.
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Occupational labour Internal labour market
market (OLM) (ILM)

Narrow ‘professional- Professional model Bureaucratic model

oriented’ education and . .

training (Professional bureaucracy, | (Machine bureaucracy,
embrained knowledge) encoded knowledge)
Narrow learning inhibit Slow learning, limited
innovations innovation

Broad ‘competence-based’ | Occupational community Organizational community

education and training model model
(Operating adhocracy, (J-form organization,
embodied knowledge) embedded knowledge)
Dynamic learning, Cumulative learning,
radical innovation incremental innovation

Figure 5.4. Societal models of competence-building systems and their innovative
potentials

The professional model refers to an economy where the education and
training is governed by professions and education institutions and where
the typical career is one of moving between different employers. It is one
where practical experience has a low status while codified and scientific
knowledge is regarded as very important. Broad segments of the population
have insufficient training. In this context there will be a predominance of
hierarchical forms of organizations. Learning will be narrow and takes place
mainly among those who have already a strong formal education background.
The professional model is most likely to be found in Anglo-American coun-
tries where the norms of ‘professional specialization’ and ‘elitism’ remain
deeply rooted.

The bureaucratic model is one where careers take place inside firms but
where hierarchies are stable and connected with formal training and access to
codified knowledge. It seeks to control and eliminate tacit knowledge, and its
capacity to innovate is very limited. The bureaucratic model prevails in
economies or firms which seek to sustain competitive advantage through
standardization and price-based competition.

The occupational community model is one where there is high inter-firm
mobility in the context of a region. Inter-firm mobility fosters social and
professional networks. Education and training institutions may be well



126 Alice Lam and Bengt-Ake Lundvall

connected with professional networks and with firms in the region. Italian
industrial districts and Silicon Valley are examples of this kind of model. This
kind of context is highly flexible and promotes continuous innovation as well
as radical innovation. The occupational community is an institutional pre-
requisite for fostering and sustaining the innovative capability of the ‘oper-
ating adhocracy. In a ‘boundaryless’ open labour market, the operating
adhocracy will be under pressure to bureaucratize because of difficulties in
accumulating and transferring tacit knowledge. The tacit knowledge creating
capability of the operating adhocracy can only be sustained if it operates as a
member of localized firm network. Such networks of social relationships
provide the ‘social capital’ and ‘information signals’ needed to ensure
the efficient transfer of tacit knowledge in an inter-firm career framework
(Saxenian 1996).

The organizational community model is characterized by a broad-based
egalitarian education system and with careers that take place inside the firm.
Training takes place inside firms or in activities organized by the firm. This
kind of context is well suited to promote permanent incremental innovation,
but it might be difficult to start up completely new activities in such an
environment. It might be combined with financial systems that give priority
to existing firms. Japan represents a typical example of this model.

Of course, what has been presented is a set of ideal types and in reality none
of the categories are pure. The typology is a heuristic tool. It helps us to
understand how institutionalized variation in learning and innovation may
allow, or constrain firms to create different organizational forms and related
innovation trajectories. It also suggests that there are alternative models for
generating different types of innovation which may lead to societal compara-
tive advantage in different industrial sectors.

5.5. LOOKING FOR GOOD PRACITCES OF LEARNING
ORGANIZATIONS: ALTERNATIVE SOCIETAL MODELS

One fundamental characteristic of the learning economy is the rapid pace of
change and acceleration of knowledge creation. Although the use of IT
enhances the incentives and possibility to codify knowledge, the rapid pace
of knowledge advancement has also created immense barriers to codification.
The limit of codification is especially obvious in skills and knowledge trans-
mission in labour markets.

In the high-skills sector, knowledge is now moving too rapidly to be
encoded and institutionalized into a stable set of occupations. Traditional



The learning organization and competence building 127

institutional signals, for example, occupational qualifications, have severe
limits in providing dependable information about the quality and contents
of skills (Lam 2000b). Codification is indeed too slow a process for the
transmission of rapidly evolving knowledge. The high rate of change and
growing complexity of knowledge required for innovation has reinforced the
importance of tacit knowledge and collective learning in the knowledge
economy.

The above analysis suggests that both the ‘organizational’ and ‘occupa-
tional community’ models are favourable to the creation and transmission of
tacit knowledge. However, the different labour market structures generate
some significant contrasts in their learning and innovation patterns. The
occupational community model operates within a more open and fluid
labour market which permits extensive hiring and firing, risk taking, and
the development of human resources in a ‘competency destroying’ environ-
ment. In other words, it facilitates the diffusion of tacit knowledge within a
broader boundary and varied contexts. It encourages experimentation and
entrepreneurial behaviour and has the potential to achieve radical innovation.

In contrast, the organizational community model derives its competitive
strength from the cultivation of firm-specific core competence. It allows the
accumulation of tacit knowledge within the boundary of the firm, and the
continuous combination and recombination of firm-specific product and
process technology with industry technology. Firms within the organizational
community may develop a strong orientation to pursuing an incremental innov-
ation strategy and do well in established technological fields. The strong emphasis
on ‘competence preservation’ within organizations, however, inhibits the cre-
ation of active labour markets, and thus makes it difficult for firms to renew their
knowledge base and compete successfully in rapidly developing new fields.

The sections that follow examine three concrete examples to illustrate the
theoretical argument developed in this chapter. The divergent innovation
trajectories pursued by Japanese and US firms in the high-technology sectors
give the most vivid illustration of the contrasts between the organizational and
occupational community model of learning and innovation. The example of
Denmark provides another interesting example of an innovation system with
characteristics of the occupational community model that differs from the high-
technology clusters discussed in the context of the Anglo-Saxon economies.

5.5.1. The Japanese ‘Organizational Community Model’

The Japanese competence building and innovation system exhibits some of
the most quintessential features of the organizational community model. The
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economy is characterized by a high level of cooperation and organizational
integration (Lazonick and West 1998). This occurs through extensive long-
term collaboration between firms in business groups and networks. Addition-
ally, integration within large firms is particularly strong. Japanese social
institutions and employment practices foster the close involvement of shop-
floor workers in the development of organizational capability.

The successful state education system and large company-driven networks
equip the majority of workers with a high level of skills that employers respect
and so can rely on them to contribute usefully to innovation activities. The
ILM system is characterized not only by long-term attachment but also by
well-organized training and job rotation schemes. These practices promote
continuous skills formation through learning-by-doing and systematic career
progression. Hence, a strong organizational capacity to accumulate know-
ledge and learn incrementally. Moreover, the approach to engineering skills
formation fosters strong cross-functional teams and extensive human net-
works in product development (Lam 1996, 1997).

Japan has historically placed a high value on the importance of developing
the practical skills of their engineers in the workplace. This is due, in part, to
the fact that industrial development in Japan was historically based on
imported technology, and Japanese engineers have played an important role
in translating theoretical knowledge into concrete operational details for shop-
floor workers (Morikawa 1991). Japanese firms have always placed a strong
emphasis on developing the on-site practical knowledge of their graduate
engineers in order to facilitate knowledge transfer. Formal university educa-
tion is less important than practical learning in the workplace. The university
degree in Japan is far more general and broad-based than that in the US or
Britain. Young graduate engineers normally spend their initial years in a wide
range of peripheral technical tasks and gradually accumulate their knowledge
and expertise through assignment to a wider range of more complex tasks. The
type of knowledge transmitted tends to be judgemental, informal, and tacit.

Over the past three decades, Japanese firms have gained international
competitive advantage in industries such as transport equipment, office
machines, consumer electronics, electronic components for computing
equipment, and telecommunication hardware. The strength of Japan in
these sectors stems from the capability of firms to develop highly flexible
production systems through the close integration of shop-floor skills and
experience, the tight linkages between R&D, production and marketing, and a
unique innovation strategy based on continual modification and upgrading
of existing components and products (Womack, Jones, and Roos 1991). The
Japanese organizational community approach to learning has enabled firms
to thrive in ‘flexible mass production’ characterized by constant variation and
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improvement of basically standardized products. The capacity of the organ-
ization to create new knowledge through synthesis and combination of the
existing knowledge has enabled firms to gain competitive advantage in
relatively ‘mature’ technological fields characterized by rich possibilities of
combinations and incremental improvements of existing components and
products.

Conversely, organization-specific and path-dependent learning have
constrained Japan’s success in a number of leading-edge technological fields.
Japan finds it harder to excel in sectors which do not exclusively rely on
incremental upgrading of system components (e.g. aerospace, supercom-
puters), and those in which fast-paced radical innovation are crucial for
success (e.g. pharmaceuticals and biotechnology). The human-network-
based interaction and internal tacit knowledge transfer appear to be less
effective in coordinating systems involving complex interactions among
components. The insular nature of the Japanese HRD system, and the absence
of an active labour market for experienced scientific and managerial staff have
constrained the boundary of explorative learning of firms. They also reduce
the incentives for firms and individuals to engage in risky new projects. The
organizational community model of learning limits the development of
highly specialized scientific expertise, and makes it difficult to adopt radically
new skills and knowledge needed for radical learning. The disappointing
performance of Japanese firms in such fields as software and biotechnology
during the 1990s may constitute evidence of the difficulties faced by
Japanese firms in entering and innovating in rapidly developing new techno-
logical fields.

5.5.2. ‘Occupational Community Models’: High-Technology
Clusters in the US and UK

While the dominant institutions of the Anglo-Saxon economies have
less capacity to foster the organization-oriented type of collective learning
observed in Japanese firms, they have the potential to accommodate a more
market-based and individually driven form of collective learning and to
compete successfully in the highest-skill sectors. Some of the world’s most
innovative and prosperous high-technology clusters can be found in the US
and also in the UK. California’s Silicon Valley and the high-technology
clusters surrounding Cambridge in the UK are two of the most famous
success stories. These high-technology clusters provide good examples that
illustrate the processes of knowledge creation and dynamics of innovation
underpinning the occupational community model of competence building.
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They also highlight the importance for the ‘adhocracy’ of supportive local
labour markets and other external institutions typically included in analyses
of national, sectoral, and regional innovation systems.

Silicon Valley has been an enormously successful and dynamic region
characterized by rapid innovation and commercialization in the fast-growing
technological fields. The core industries of the region include microelectron-
ics, semiconductors, computer networking, both hardware and software, and
more recently biotechnology. Firms operating in these industries undergo
frequent reconfiguration and realignment in order to survive in a constantly
changing environment marked by incessant innovation. The availability of a
large pool of professional experts with known reputations in particular fields
enables firms to quickly reconstitute their knowledge and skill base in the
course of their innovative endeavours. The rapid creation of new start-up
firms focusing on novel innovative projects, and the ease with which project-
based firms are able to assemble and reassemble their teams of highly skilled
scientists and engineers to engage in new innovative activities are central to
the technological and organizational dynamism of the region. The high rate of
labour mobility and extensive hiring and firing creates a permissive environ-
ment for entrepreneurial start-ups and flexible reconfiguration of project
teams and knowledge sources (Saxenian 1996; Angels 2000; Bahrami and
Evans 2000). Labour mobility within the context of a region plays a critical
role in the generation of professional networks and facilitates the rapid
transmission of evolving new knowledge—a large part of which may be
tacit. Such a regionally based OLM provides a stable social context and shared
industrial culture needed to ensure the efficient transfer of tacit knowledge in
an inter-firm career framework. The shared context and industry-specific
values within the regional community ensure that tacit knowledge will not
be wasted when one changes employers, and this gives the individual a
positive incentive to engage in tacit ‘know-how’ learning (DeFillipi and
Arthur 1996). A regionally based labour market and networks of firms create
a stable social structure to sustain collective learning and knowledge creation
within and across firm boundaries. The creation of a wider social learning
system amplifies the learning and innovative capability of the individual firms
locating within the system.

The ‘Cambridge phenomenon’ (Segal Quince Wicksteed 2000)—a cluster-
ing of small, but successful high-tech firms around Cambridge University in
the UK—has been likened to Silicon Valley. Many of the new companies in the
area started as university spin-offs by Cambridge graduates and academic
staff. The process has been continuing since the 1960s and has led to the area
being dubbed as ‘Silicon Fen’. Similar to Silicon Valley, the success of the
Cambridge cluster has been helped by having a world class research university,
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a highly networked community, a dynamic labour market, and an entrepre-
neurial business culture. The area is marked by the existence of a dynamic
high-tech labour market which has grown rapidly and become spatially more
extensive over the years. The success of the high-tech cluster has continued to
work as a ‘pull’ factor attracting many qualified scientists and engineers from
outside to work in the area. The workforce in the area is highly skilled and is
dominated by qualified scientists and engineers. The technology consultan-
cies have played an especially important role in attracting experienced con-
sultants and researchers from outside the area. The inflow and mobility of
people have contributed to the diversity of the workforce and dynamism of
the region.

Empirical studies also suggest that there is an active process of inter-firm
mobility in the region, involving the movement of entrepreneurs, consultants,
and researchers (Lawson et al. 1997; Segal Quince Wicksteed 2000). This takes
place primarily between consultancy and clients, and between a consultancy
and its spin-outs. Labour mobility and the personal and professional net-
works formed as a result of shared experiences in the region are important
factors contributing to knowledge transfer and a growing capacity of the
region for technological innovation.

It is clear from these accounts that what underlies the innovative capability
of the world’s most dynamic technological regions is the processes of know-
ledge creation and collective learning sustained by a community-based social
and professional network. Labour mobility plays a critical role in the
generation of these networks and facilitates the transmission of rapidly
evolving knowledge—a large part of which may be tacit. There is a strong
link between tacit knowledge and regional competitive advantage (Lawson
and Lorenz 1999). The analysis also suggests that the processes of developing
the capabilities of the individuals and organizational knowledge in the most
dynamic technological sectors may be best served by an open labour market
rooted in an occupational community.

Finegold (1999) argues that in turbulent, high-skill environments
the responsibility for skills formation and career development shifted
from the firm to the individual and regional cluster itself. This is because
for the engineers and scientists, who are the key drivers of knowledge creation
in the region, company-based formal training is often not the main vehicle
for learning. Instead, these people enter the labour market with a high-level
specialized qualification. They then continue to learn through project-
based work and solving cutting-edge technical problems. Their wider
personal and professional networks are another important source of learning.
Inter-firm career mobility promotes learning and knowledge transfer.
The willingness of the individuals to change firms, on which the collective



132 Alice Lam and Bengt-Ake Lundvall

learning process depends, is made possible by the guarantee of job oppor-
tunities elsewhere within the region.

5.5.3. Denmark as Another Example of an ‘Occupational
Community Model’

Denmark represents another example of a national innovation and compe-
tence-building system that displays many of the characteristic features of the
occupational community model. And yet, the country has developed a
pattern of industrial specialization that deviates sharply from that of the
high-tech large economies. Denmark is one of the smallest OECD countries
with a population of just over 5 million. It has one of the highest levels of
GDP per capita in the world. The country is especially successful in the
production and export of low- or medium-technology goods.

The main industries include meat, fish, dairy products, wooden furniture,
and related machinery. Maskell et al. (1998) argue that the economic success
of Denmark, and also of other Nordic countries, demonstrates the possibil-
ities for economies to generate a high level of prosperity while retaining a low-
tech industrial specialization. The main reason behind the competitive
advantage of these small countries, according to the authors, lies in the
capabilities of the social institutions to promote shared trust and interactive
learning resulting in a set of ‘localized capabilities’ which are tacit and difficult
to imitate for outsiders. But it is also important to note that the social and
institutional context favours a rapid and wide diffusion of advance process
technologies in the so-called low-tech sectors.

Denmark is characterized as a ‘village economy’ with a strong tradition for
consensus building deeply rooted in egalitarian values (Maskell et al. 1998). It
is one of the most equitable societies in the world and rich in social capital.
The business community has developed strong social networks and trade
associations enabling intense interaction and information sharing between
manufacturers and suppliers. Many Danish firms have also adopted a flexible
form of organization with a strong emphasis on cross-functional collabor-
ation. Denmark has a well-developed state-funded vocational system result-
ing in a good supply of skilled workers. The flexible work system is highly
dependent on the competence and contribution of these workers. These
institutional features have enabled many small Danish manufacturers to
develop a superior ability to create and accumulate knowledge internally
and between firms through learning-by-doing and learning-by-interacting.
The success of the Danish furniture industry is a case in point (Maskell et al.
1998).
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Danish firms are responsive to changes and have been able to combine
technological changes with organizational innovation. Such responsive cap-
acity is facilitated by an active labour market. It is suggested that inter-firm
labour mobility in Denmark is as high, or possibly even higher than in the
US but has a more limited geographical spread (Lundvall and Christensen
1999). The willingness of Danish workers to change jobs is buffered by a good
social security net which reduces the costs and risks of job changes. Such
social protection also contributes to the positive attitudes among the workers
and trade unions to technical and organizational changes. In addition, Den-
mark has developed an extensive and highly regarded public system for
continuous training for adults. All these institutional factors have made it
possible to combine a fluid and open labour market with a high level of trust
and cooperation which promote the development of learning organizations.

Although Denmark is especially successful in the relatively low- and med-
ium-technology sectors, it also has some successful niche products in the
high-technology sectors such as mobile telecommunications and also in
pharmaceuticals. However, the dominant strategy has been to absorb and
use technologies from abroad and the approach to innovation is incremental.
This can be partly attributed to the fact that Denmark does not have a strong
science base and the interaction between the private sector and universities is
not well developed. Moreover, the majority of the academically trained
workforce has historically opted for employment in the public sector. On
the whole, the Danish system of innovation and competence building is
geared towards competence-intensive low- and medium-tech sectors. It is
less well developed for the large-scale science-based industries.

The Danish ‘occupational community model’ of competence building
generates a learning pattern that is more similar to that found in Japan rather
than that found in the high-technology clusters in the US or UK. The strong
ability of Danish firms to learn collectively is rooted in the shared culture and
village-like institutions of a small country. Such pre-existing social solidarity
has shaped the formal social and economic institutions leading to a high level
of cooperation and trust in the society as a whole. The whole country can be
considered as a region like the industrial districts in the larger economies.

However, an important characteristic feature of village-like institutions is
the exclusion of outsiders, as in the case of the corporate community in Japan.
The Danish labour market is not open to immigrant workers. This is in stark
contrast to the high-technology community in Silicon Valley, which builds on
an extremely open and diverse labour market with a truly international
character. Cohen and Fields (1999: 126) describe the foreign workforce as
‘a vital transmission belt, diffusing technology and market knowledge,
sometimes establishing offshore facilities that seed new districts and serve as
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connectors into the Valley’. The Silicon Valley labour market is local but
borderless. This, arguably, is one of the region’s most valuable assets and the
main source of dynamism. In contrast, the localized learning capability of
Danish firms is embedded in a truly local labour market with less scope for
radical renewal.

5.6. CONCLUSIONS

This chapter is based on a hypothesis that we have entered a specific phase of
economic development (which we refer to as ‘the learning economy’) where
knowledge and learning have become more important than any earlier his-
torical period. In the learning economy, individuals, firms, and even national
economies will create wealth and get access to wealth in proportion to their
capability to learn. This will be true regardless of their present level of
development and competence. We will propose an even more far-reaching
hypothesis stating that there is no alternative way to become permanently
better off besides the one putting learning and knowledge creation at the
centre of the strategy.

We have seen how different national systems have different pre-conditions
when it comes to cope with the learning economy. The learning capability of
Japanese firms is rooted in strong organizational integration and employee
commitment based on stable employment relationships. Social capital is built
on long-term obligational relationships within and between firms. In Denmark,
the networked learning organizations are supported by a strong sense of
communal trust and social solidarity that has become institutionalized in
formal mechanisms for collective decision-making. In the Anglo-American
economies characterized by liberal market institutions and professional indi-
vidualism, the creation of regional clusters appears to be critical for promoting
collective learning rooted in professional and inter-firm innovation networks.

There is a variety of approaches to promoting learning and innovation.
Societies with different institutional arrangements develop different types of
learning organizations and innovative competencies that appear to generate
and reproduce distinctive regional or national patterns of technological
specialization. The Japanese ‘organizational community’ model continues to
orient major Japanese firms towards adopting high-quality incremental
innovation strategies and sustaining competitiveness in mature technological
fields. Japan may find it difficult to develop a ‘societal strategic advantage’
(Biggart and Orru 1997) in areas characterized by rapid and disruptive
changes. The R&D globalization strategies adopted by Japanese firms in the
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science-based sectors appear to have limited effect in altering their established
learning patterns and innovative trajectories (Lam 2003).

In contrast to Japan, the Anglo-Saxon ‘occupational community’ model
can better accommodate a science-driven, entrepreneurial approach to
innovation and perform well in sectors in which radical learning is important.
A major underlying structural weakness of this model, however, is the marked
segmentation between professional and production workers, and the bias of
the competence-building system in favour of the interests of high-technology
firms (Angles 2000). Denmark, on the other hand, has developed a special-
ization pattern in low- and medium-technology sectors with a focus on
an incremental innovation strategy. The Danish case also suggests that an
innovation-driven redeployment of competencies can be organized more
collectively by public agency action and an emphasis on workforce vocational
training and lifelong learning. The so-called ‘new economy’ configuration as
observed in Silicon Valley based on deregulated labour markets and excellence
in scientific personnel is not necessarily the benchmark for fostering innov-
ation and economic growth.

It is also important to emphasize that learning is an activity going on in all
parts of the economy, including so-called low-tech and traditional sectors. As
a matter of fact, learning taking place in traditional and low-tech sectors may
be more important for economic development than learning in a small
number of insulated high-tech firms. The learning potential (technological
opportunities) may differ between sectors and technologies, but in most
broadly defined sectors there will be niches where the potential for learning
is high. This is important in a period where knowledge policy tends to be
equated with science policy and with support to science-based firms.

Finally, it should be noted that all kinds of labor have skills and a capability
to learn, including what misleadingly is called ‘unskilled workers’. These
specifications are made in order to avoid that the learning economy hypoth-
esis leads to a neglect of the developmental potential of parts of the economy
less intensive in their use of formally acquired knowledge.

NOTES

1. Her discussion of knowledge is quite advanced and worth a much deeper analysis.
Penrose defines knowledge as encompassing both information (know-what) and
skills (know-how). She introduces ‘learning-by-doing’ as well as ‘learning-by-
searching’. And, finally, she insists on the fact that economists interested in
industrial dynamics cannot allow themselves to neglect the systematic analysis of
this ‘slippery’ subject.
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2. Below we present four different types of organizations that differ when it comes to
their basic style of knowledge management. Three of them may correspond to
the three functions referred to here: Machine bureaucracy—resource allocation,
J-form organization—capability based growth, Operating Adhocracy—high-
speed learning.
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6

Organizational Forms and Innovative
Performance: A Comparison of the EU-15

Edward Lorenz and Antoine Valeyre

6.1. INTRODUCTION

Over the last decades European researchers have made major efforts aimed at
understanding and measuring technical innovation including its diffusion
and impact upon economic performance. These efforts, often supported by
the European Commission programmes, have relied on the establishment of
international norms for the collection of harmonized S&T measures including
the Frascati Manual for R&D statistics, the Canberra Manual for human
resources for science and technology (HRST), and the Oslo Manual for
product and process innovation.

At present there exist no harmonized data on processes of organizational
change for the EU. This lack of organizational data seriously limits our ability
to compare and effectively benchmark policies for knowledge development
and use and for innovative performance specifically. There is a general
consensus that processes of knowledge creation in organizational settings
are complex and interactive, involving multiple feedbacks between different
services and functions as well as manifold interactions with customers and
suppliers (Kline and Rosenberg 1985; Freeman 1987; Lundvall 1988; Nonaka
and Takeuichi 1995). Moreover, it is generally accepted that while R&D and
the skills of scientists and engineers with third-level training are important
inputs to knowledge creation, these are not the only inputs. Improving
product quality and developing new products and services also depends
critically on the skills developed by employees on-the-job in the process of
solving the technical and production-related problems encountered in test-
ing, producing, and marketing new products and processes. Developing these
sorts of skills in turn depends not just on the quality of formal education, but
on having the right organizational structures and work environments. Work
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environments need to be designed to promote learning through problem
solving and to effectively use these skills for innovation.

This implies that relevant indicators for knowledge development need to
do more than capture R&D expenditures and the quality of the available pool
of skills by measuring years of education. Indicators also need to capture how
these material and human resources are used and appropriate work environ-
ments for the further development of the knowledge and skills of employees.

The main contribution of this chapter is to provide a first EU-wide
mapping of organizational forms in order to better characterize the relation
between work environments and organizational learning dynamics. The
chapter then proceeds to explore at the national level the relation between
indicators of organizational forms and indicators of technological innov-
ation. The results show that a nation’s rate and style of technological innov-
ation is associated with the way work is organized to promote learning and
problem-solving.

The chapter is structured as follows. Sections 6.2 and 6.3 describe the
variables used to characterize work organization in the fifteen countries
of the EU, and present the results of the factor analysis and hierarchical
clustering used to construct a typology of organizational forms. Section 6.4
examines how the relative importance of the different organizational forms
varies according to sector, firm size, and occupational category. The fifth
section examines differences in the relative importance of organizational
forms across EU nations. The sixth section considers to what extent national
differences in the relative importance of organizational forms is associated
with differences in measures of technological innovation and differences in
the way labour markets are regulated. The concluding section considers some
of the main implications of the research for European policy options.

6.2. MEASURING FORMS OF WORK ORGANIZATION
IN THE EUROPEAN UNION

The research is based on the results of the third European survey on Working
Conditions undertaken by the European Foundation for the Improvement of
Living and Working Conditions.! The survey was carried out in each of the
fifteen member states of the EU in March 2000. The survey questionnaire was
directed to approximately 1,500 active persons in each country with the
exception of Luxembourg with only 500 respondents. The total survey popu-
lation is 21,703 persons, of which 17,910 are salaried employees. The survey
methodology is based on a multi-stage random sampling method called
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‘random walk’ involving face-to-face interviews undertaken at the respond-
ent’s principal residence. The analysis of forms of work organization devel-
oped here is based on the responses of the 8,081 salaried employees working
in establishments with at least 10 persons in both industry and services, but
excluding agriculture and fishing; public administration and social security;
education; health and social work; and private domestic employees.

In order to describe the principal forms of work organization across the
fifteen nations of the EU, a factor analysis and hierarchical clustering method?
have been used on the basis of the following fifteen organizational variables:3

— a binary variable measuring the use of team work# (team);

— a binary variable measuring job rotation5 (rot);

— two binary variables measuring autonomy in work: autonomy in the
methods used (autm) and autonomy in the pace or rate at which work is
carried out (autp);

— four binary variables measuring the factors or constraints which determine
the pace or rate of work: ‘automatic’ constraints linked to the rate as which
equipment is operated or a product is displaced in the production flow
(caut); norm-based constraints linked to the setting of quantitative pro-
duction norms (cnorm); ‘hierarchical’ constraints linked to the direct
control which is exercised by one’s immediate superiors (chier); and ‘hori-
zontal” constraints linked to way one person’s work rate is dependent on the
work of his or her colleagues (chor);

— a binary variable measuring repetitiveness of tasksé (rep);

— a binary variable measuring the perceived task monotony (mono);

— two binary variables measuring the way quality is controlled: (qn) which
corresponds to the use of precise quality norms; and (qc) which corres-
ponds to individual responsibility for the control of quality;

— a binary variable measuring the complexity of tasks (cmplx);

— and two binary variables measuring learning dynamics in work: (learn)
which corresponds to whether the individual learns new things in his or her
work; and (pbsolv) which corresponds to whether the work requires
problem-solving activity.

6.2.1. The Main Dimensions of Work Organization

Figure 6.1 below presents graphically the first two axes or factors of the
multiple correspondence analysis (MCA). The first factor, accounting for 18
per cent of the inertia or chi-squared statistic, distinguishes between taylorist
and ‘post-taylorist’ organizational forms. Thus, on one side of the axis we find
the variables measuring autonomy, learning, problem-solving and task
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complexity and to a lesser degree quality management, while on the other
side, we find the variables measuring monotony and the various factors
constraining work pace, notably those linked to the automatic speed of
equipment or flow of products, and to the use of quantitative production
norms.

The second axis, accounting for 15 per cent of the chi-squared statistic,
is structured by two groups of variables characteristic of the lean production
model: first, the use of teams and job rotation which are associated with
the importance of horizontal constraints on work pace; and second, those
variables measuring the use of quality management techniques which are asso-
ciated with what we have called ‘automatic’ and ‘norm-based’ constraints. The
third factor, which accounts for 8 per cent of the chi-squared statistic, is also
structured by these two groups of variables. However, it brings into relief the
distinction between, on the one hand, those organizational settings characterized
by team work, job rotation, and horizontal interdependence in work, and on the
other, those organizational settings where the use of quality norms and automatic
and quantitative norm-based constraints on work pace are important. The second
and third axes of the analysis demonstrate that the simple dichotomy between
taylorist and lean organizational methods is not sufficient for capturing the
organizational variety that exists across European nations.

6.3. ATYPOLOGY OF ORGANIZATIONAL FORMS

The various distinctions brought out by the MCA can for the most part be
observed in the results of the hierarchical cluster analysis that has been carried
out on the factor scores of all fifteen factors resulting from the MCA. The
cluster analysis results in a grouping of individuals into four basic organiza-
tional forms:

— ‘learning’ forms of work organization;
— ‘lean’ forms of work organization;
— ‘taylorist’ forms of work organization;
— and ‘simple’ or ‘traditional’ forms of work organization

As the projection of the centre of gravity of the clusters onto the graphic
representation of the first two factors of the MCA suggests (see Figure 6.1),
and as Table 6.1 shows in more detail, the four clusters correspond to quite
different ways of organizing work. The first cluster, referred to as the learning
model, groups 39 per cent of the employees. It is characterized by the over-
representation of the variables measuring autonomy and task complexity,
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Figure 6.1. Forms of work organization

learning and problem-solving, and to a lesser degree by an overrepresentation
of the variable measuring individual responsibility for quality management.
The variables reflecting monotony, repetitiveness, and work rate constraints
are underrepresented. This cluster would appear to correspond to the Swedish
socio-technical model of work organization, or to what Freyssenet (1995) has
referred to as ‘reflexive production’ It would also appear to have much in
common with what Appelbaum and Batt in their 1994 volume referred to as
the ‘American team production’ model which combines the Swedish socio-
technical principles with a contemporary emphasis on individual responsi-
bility for quality control. A somewhat surprising result, though, is that neither
teamwork nor job rotation are defining characteristics of this model of work
organization, suggesting that the emphasis on the importance of these prac-
tices as a condition for promoting learning and problem-solving on the part
of employees is probably exaggerated in the literature.
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Table 6.1 Work organization clusters

Learning  Lean Simple

organ- produc-  Taylor-  organ-

ization tion ism ization

(%) (%) (%) (%) All(%)
Autonomy fixing work methods 89.1 51.8 17.7 46.5 61.7
Autonomy setting work rate 87.5 52.2 27.3 52.7 63.6
Learning new things in work 93.9 81.7 42.0 29.7 71.4
Problem-solving activities 95.4 98.0 5.7 68.7 79.3
Complexity of tasks 79.8 64.7 23.8 19.2 56.7
Responsibility for quality control 86.4 88.7 46.7 38.9 72.6
Quality norms 78.1 94.0 81.1 36.1 74.4
Team work 64.3 84.2 70.1 33.4 64.2
Job rotation 44.0 70.5 53.2 27.5 48.9
Monotony of tasks 19.5 65.8 65.6 43.9 42.4
Repetitiveness of tasks 12.8 41.9 37.1 19.2 24.9
Horizontal constraints on work rate 43.6 80.3 66.1 27.8 53.1
Hierarchical constraints on work rate 19.6 64.4 66.5 26.7 38.9
Norm-based constraints on work rate ~ 21.2 75.5 56.3 14.7 38.7
Automatic constraints on work rate 5.4 59.8 56.9 7.2 26.7

Note: Per cent of employees in each cluster.
Source: Third Working Condition survey. European Foundation for the Improvement of Living and
Working Conditions.

The second cluster, which accounts for 28 per cent of the population, is
characterized by an overrepresentation of teamwork and job rotation, the
quality management variables, and the various factors constraining work pace.
This cluster, like the first, displays strong learning dynamics and relies on
employees’ contribution to problem-solving. Yet compared to the first cluster
autonomy in work is relatively low and tight quantitative production norms are
used to control employee effort. One easily recognizes here the classic attributes of
the ‘lean’ or ‘high-performance work’ model (Ichiniowski et al. 1997; Womack,
Jones, and Roos 1990; MacDuffie and Krafcik 1992; Osterman 1994). Compared
to classic forms of taylorism autonomy in work s relatively high. However, worker
autonomy is bracketed by the importance of work pace constraints linked to
the collective nature of the work and to the requirement of respecting strict
quantitative production norms. This class has much in common with what
Coutrot (1998) has described as a ‘controlled’ autonomy in work.

The third class, which groups 14 per cent of the employees, corresponds in
most respects to a classic characterization of taylorism. The work situation is in
most respects the opposite of that found in first cluster, with minimal learning
dynamics, low complexity, low autonomy, and an overrepresentation of the
variables measuring constraints on the pace of work. Interestingly, teams and
job rotation are somewhat overrepresented in this cluster, confirming the
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importance of what some authors refer to as ‘flexible taylorism’ (Cézard,
Dussert, and Gollac 1992; Boyer and Durand 1993; Linhart 1994).

The fourth cluster groups 19 per cent of the employees. It is poorly
described by the work organization variables which, with the exception of
monotony in work, are all underrepresented. This class presumably groups
traditional or simple forms of work organization, where methods are for the
most part informal and non-codified.

6.4. DIFFERENCES IN FORMS OF WORK ORGANIZATION
ACCORDING TO STRUCTURAL AND OCCUPATIONAL
CHARACTERISTICS

Forms of work organization vary considerably across sectors, firm sizes, and
occupational category. The figures presented in Table 6.2 show that variations
in the relative importance of the organizational forms across sectors are
connected to differences in sectoral systems of innovation. Thus, the learning
forms of organization are especially developed in such relatively knowledge-
intensive service sectors, as business services and banks and insurance, where
innovation typically depends on intensive knowledge exchange between pro-
ducers and clients. The taylorist forms, on the other hand, are more present in
such traditional manufacturing sectors as textiles, clothing and leather prod-
ucts, and wood and paper products, where technological standards are well
established and innovation dynamics are relatively slow and incremental. The
lean model of production is especially present in manufacturing sectors, such
as transport equipment, electronics and electrical production, wood and paper
products, and printing and publishing, where competitive performance often
depends on continuously upgrading quality to meet international standards.
The residual forms of work organization grouped in the fourth cluster are to be
found principally in the services, notably personal services, hotels and restaur-
ants, post and telecommunications, and wholesale and retail trade.

Table 6.3 provides evidence on variations in forms of work organization
according to occupational category. The figures show that the learning forms
are especially developed in occupations where work tends to be professional
and individual in character and requires university education, while the lean
forms are more developed in work settings characterized by teamwork and
requiring regular renewal of vocational qualifications. Thus, the learning forms
of work organization are especially characteristic of the work of managers,
professionals, and technicians, while the lean forms are more characteristic of
the work of skilled craftsmen and machine operators. The taylorist forms are
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Table 6.2 Forms of work organization by sector of activity

Learning Lean Simple
organisation production Taylorism organisation
(%) (%) (%) (%)
Mining and quarrying 42.4 41.5 3.4 12.7
Food processing 18.4 34.9 24.6 22.1
Textiles, garments, 27.2 25.9 30.2 16.8
leather products
Wood and paper products 27.6 40.7 23.9 7.8
Publishing and printing 31.1 43.8 14.1 11.0
Chemicals and plastics 34.7 34.1 21.9 9.2
Metal products and 31.8 35.7 19.8 12.7
mechanical engineering
Electrical engineering 41.5 38.5 8.6 11.4
and electronics
Transport equipment 28.1 38.7 23.2 10.0
Other industrial production 50.9 22.1 18.4 8.5
Electricity, gas, and water 58.5 19.4 6.2 15.8
Construction 40.9 31.4 10.6 17.1
Wholesale and retail trade 41.5 20.4 11.7 26.4
Hotels and restaurants 29.7 25.8 16.6 27.9
Land transport 26.3 24.0 10.2 39.5
Other transport 39.2 36.1 5.0 19.7
Post and 38.1 27.1 7.7 27.1
telecommunications
Financial services 58.1 21.5 3.4 16.9
Business services 57.6 18.7 6.9 16.7
Personal services 39.7 18.9 7.6 33.8
Total 39,1 28,2 13,6 19,1

Note: Per cent of employees by organizational class.
Source: Third Working Condition survey. European Foundation for the Improvement of Living and
Working Conditions.

most present amongst the unskilled trades as well as machine operators.
Finally, the simple forms of work organization grouped in the fourth cluster
are especially characteristic of the less skilled service workers and shop and
market sales persons.

Establishment size constitutes a relatively unimportant factor in the use of
different organizational models. As Table 6.4 shows, establishments in the
100-249 employee range are less likely to be characterized by learning forms
of work organization. The lean and taylorist forms increase somewhat with
establishment size, while the reverse tendency can be observed for the use of
simple forms of work organization.

While the importance of the organizational forms vary according to sector,
occupation and establishment size, it is important to realize that these
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Table 6.3 Forms of work organization according to occupational category

Learning Lean Simple
organization production Taylorism organization
Managers 69.1 24.7 0.2 6.0
Engineers and professionals 75.9 14.0 5.2 4.9
Technicians 61.0 24.6 2.4 12.0
Clerks 43.2 21.9 9.4 25.5
Service and shop and 30.3 21.4 12.4 35.9
market sales persons
Craft and related trades 34.2 38.5 16.5 10.8
Machine operators 15.7 37.7 24.3 223
and assemblers
Unskilled trades 14.8 23.9 26.7 34.5
Total 39.1 28.2 13.6 19.1

Note: Per cent of employees by organizational class.
Source: Third Working Condition survey. European Foundation for the Improvement of Living and
Working Conditions.

Table 6.4 Forms of work organization according to establishment size

Establishment size Learning Lean Simple
(number of employees) organization production Taylorism organization
1049 42.7 24.6 11.2 21.5
50-99 36.4 29.0 15.2 19.5
100-249 33.8 31.5 16.0 18.6
250-499 37.9 28.4 17.6 16.1

500 and over 38.7 32.6 13.2 15.5
Total 39.1 28.2 13.6 19.1

Note: Per cent of employees by organizational class.
Source: Third Working Condition survey. European Foundation for the Improvement of Living and
Working Conditions.

structural variables by no means explain all the observed variation. All four
organizational forms can be observed within individual sectors and occupa-
tional categories. In the following section we show that there are important
national differences in the relative use of the organizational forms independ-
ent of structural and occupational characteristics.

6.5. NATIONAL EFFECTS ON WORK ORGANIZATION

Table 6.5 shows that there are wide differences in the importance of the four
forms of work organization across European nations. The learning forms of work
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Table 6.5 National differences in organizational models

Learning Lean Simple
organization production Taylorism organization
Belgium 38.9 25.1 13.9 22.1
Denmark 60.0 21.9 6.8 11.3
Germany 44.3 19.6 14.3 21.9
Greece 18.7 25.6 28.0 27.7
Ttaly 30.0 23.6 20.9 254
Spain 20.1 38.8 18.5 22.5
France 38.0 33.3 11.1 17.7
Ireland 24.0 37.8 20.7 17.6
Luxembourg 42.8 25.4 11.9 20.0
Netherlands 64.0 17.2 5.3 13.5
Portugal 26.1 28.1 23.0 22.8
United Kingdom 34.8 40.6 10.9 13.7
Finland 47.8 27.6 12.5 12.1
Sweden 52.6 18.5 7.1 21.7
Austria 47.5 21.5 13.1 18.0
EU-15 39.1 28.2 13.6 19.1

Note: Per cent of employees by organizational class.
Source: Third Working Condition survey. European Foundation for the Improvement of Living and
Working Conditions.

organization are most widely diffused in the Netherlands, the Nordic countries,
and to alesser extent Germany and Austria. The lean modelis most in evidence in
the UK, Ireland, and Spain and to a lesser extent in France. The taylorist forms
still have a strong foothold in the four southern nations, while simple or
traditional forms of work organization are most in evidence in Greece and Italy
and to a lesser extent in Germany, Sweden, Belgium, Spain, and Portugal.

The figures suggest that as EU nations have progressively moved away from
more traditional or hierarchical organizational forms and have sought to
increase their capacity for learning and problem-solving, they have done
this in different ways. Amongst nations with relatively high per capita income
levels, the UK and Ireland stand out for their intensive use of the lean forms,
while the Nordic nations and to a lesser extent Germany and Austria stand out
for their use of the learning forms. France and Belgium present a more
balanced picture regarding the use of these two organizational forms.

The discussion in Section 6.4 has shown that the learning and lean forms
tend to be associated with particular sectors and occupational categories, and
this raises the question of what part of the differences shown in Table 6.5 can
be accounted for by these structural variables. In order to address this
question, in what follows we make use of multinomial logit regression analysis
(see Table 6.6). The dependent variable is the relative likelihood of using the
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Table 6.6 Multinomial regression estimates of national effects!

Relative likelihood of learning over lean model

Without structural controls With structural controls
Denmark 0.376* 0.464*
Germany 0.594* 0.655**
Greece —0.755%* —0.835*
Italy —0.199 —0.019
Spain —1.097** —1.119**
France —0.308 —0.325
Ireland —0.894* —1.118%*
Luxembourg 0.083 0.037
Netherlands 0.873** 0.854*%
Portugal —0.515* —0.457*
UK —0.592** —0.888**
Finland 0.110 —0.018
Sweden 0.602** 0.565**
Austria 0.355* 0.565**
Pseudo R2 0.030 0.151
No. 8081 8081

Notes: ! The reference country for these estimates is Belgium.
* = significant at the 0.05 level; ** = significant at the 0.01 level.

learning forms of organization over the lean forms, and the independent
variable is a categorical variable with fifteen classes corresponding to country.
The reference case for the estimates is Belgium, the country whose relative use
of the various organizational forms is closest to the EU average (see Table 6.5).
The column 1 estimates show the relative likelihood of using the learning
forms of work organization over the lean forms without structural controls.
Column 2 presents the estimates of the same relative likelihood controlling
for sector, establishment size, and occupational category. 7

As the column 1 results show, the country the employee works in has a
significant impact on the relative likelihood of using the learning forms over
the lean forms. Compared to the Belgian case, there are five countries with a
significantly higher relative use of the learning forms: Germany, Denmark, the
Netherlands, Sweden, and Austria. There are five countries where the rela-
tively higher use of the lean forms is statistically significant: the UK, Ireland,
Greece, Spain, and Portugal. While the coefficients are positive in the case of
Finland and Luxembourg and negative in the case France and Italy, the
differences relative to the Belgium case are not significant.

When the three structural control variables are added (column 2) the
pseudo R? increases from 3 to 15 per cent, with sector, and occupational
category accounting for 39 and 58 per cent of the increase, respectively.
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Regarding national effects on the relative likelihood of adopting the learning
over the lean forms, the results show that the column 1 results are robust in all
instances providing strong support for the importance of national effects on
organizational practice.

The results confirm that among the countries with relatively high per capita
income levels, the UK and Ireland are distinctive for their intensive use of the
lean forms. The UK also stands out for the large absolute increase in the size of
the negative coefficient once control variables are included in the regression
estimate. This can most plausibly be accounted for the large size of the service
sector in the UK. Relative to manufacturing, services in general tend to have a
higher representation of the learning forms, and once we control for this
distinctive feature of the UK’s industrial structure, the tendency to adopt the
lean over the learning forms in that country is even more pronounced.

6.6 THE RELATION BETWEEN ORGANIZATIONAL FORMS
AND INNOVATION RATE AND STYLE

One factor that bears on organizational choice and design is the evolving
nature of competition in the knowledge-based economy, which increasingly
depends on the ability to mobilize employee competence in order to innovate
new goods and processes. The learning and lean forms of organization, both
of which draw on employees’ capacity for continuous learning and problem-
solving, can be expected to be more adapted to this form of competition.
Although the Third European Survey of Working Conditions does not con-
tain the data that would allow us to explore this question at the micro-level, it
is possible to construct macro-level measures that provide empirical support
for the proposition. Thus, Figure 6.2 shows, for the fifteen member countries,
that there is a positive relation between the percentage of employees in a
nation whose work is characterized either by the learning or by the lean
models and a standard measure of innovative effort, R&D expenditures as a
percentage of GDP (GERD).

Close inspection of the figure, however, suggests that the positive relation
identified can be explained by the presence of the four southern European
nations. If we restrict our attention to the Nordic and central and western
European nations, which on average have much higher levels of expenditure
on R&D, there is no obvious relation between the variables. This suggests that
the figure is basically capturing an organizational distinction between two
groups of nations with differing levels of technological capability.
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Figure 6.2. Organizational forms and R&D

Source: Third Working Conditions Survey (2000); Eurostat structural indicators
(2000).

This leaves unaddressed the impact of the differences in the organizational
choices of the more advanced group of nations and, in particular, the impact
on innovation rate and style of the of the UK and Ireland’s relatively intensive
use of the lean forms. Turning first to the question of rate, Figure 6.3 shows a
clear positive relation between the relative use of the learning forms of
organization and a standard indicator of innovation performance, EPO
patent applications per million inhabitants.

Innovation style is less easy to capture than rate. Style is often characterized
in terms of the relative importance of incremental versus radical innovations.
The distinction is often seen as corresponding to the degree to which innov-
ations are competence destroying as opposed to competence enhancing.
Developing empirical indicators for this distinction is problematic because
survey manuals, such as the Oslo Manual which establishes conventions for
the European Community’s innovation surveys, do not propose guidelines
for its measure. Here we draw on the results of the Community Innovation
Surveys to develop different, though related, indicators of innovation style.

Figure 6.4 shows the relation between the relative importance of the
learning forms of organization and a measure of the relative importance of
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sales of products that are new to the market as opposed to new to the firm.8
The new to the market/new to firm distinction is not identical to the radical/
incremental distinction, since it is possible that firms will be required to make
radical changes to their competence base in order to adopt a new product
originally developed by another firm. Nevertheless, the new to the market/
new to the firm distinction does capture some of what the radical/incremental
difference aims to represent since developing new to market innovations
depends on the firm’s capacity to explore new knowledge. The figure shows
that the UK, the nation with the least intensive use of the learning forms, is
also the nation with the lowest share of sales from new to the market product
innovations.

Figure 6.5 uses results from the 1996 Second Community Innovation
Survey to show the relation between the relative importance of the learning
forms and expenditures on intramural R&D as a percentage of all innovation
expenditures.” While expenditures on intramural R&D are not always
required for developing new to the market innovations, one would nonethe-
less expect such expenditures to be positively correlated with a capacity to
develop authentically new products or processes. The relation can be expected
to vary across sectors, being especially pronounced in science-based sectors,
as biotechnology and ICT, where R&D plays an important role in the firm’s
capacity to absorb the results of recent academic research. The figures show
that the UK and Ireland, the most intensive users of the lean forms, rank the
lowest in terms of the importance of expenditures on intramural R&D.

To the extent that Figures 6.4 and 6.5 make a plausible case for the positive
relation between the use of the learning model and a capacity for exploring
new knowledge and innovating, it is important to consider how features of
the institutional environment may promote or inhibit the development of
this organizational form. One possible explanation for the limited use of the
learning forms of work organization in the UK and Ireland is that the
deregulated labour market context in these nations fails to provide the
necessary institutional support for establishing and sustaining this organiza-
tional form. Figure 6.6 below shows a clear distinction among nations in the
relative importance of the learning model of work organization according to
the degree to which the labour market is regulated, as measured by the
OECD’s overall index of employment protection legislation (EPL).10

Figure 6.7 below shows a positive correlation between the strength of a
nation’s vocational training system, as measured by the share of the relevant
age cohort receiving vocational training, and the relative importance of the
learning forms of organization.

A central argument developed by Lam and Lundvall (this volume) that may
help to account for these relations concerns the institutional requirements for
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sustaining an organization’s capacity for creative problem-solving. As they
observe in their discussion of the ‘operating adhocracy’, an organization’s
capacity for creative, non-standard problem-solving is based on the way its
members combine professional knowledge of the sort acquired through
formal vocational and third-level education with tacit knowledge derived
from practical experience in adapting to new situations. Organizations with
such a knowledge base are under pressure to bureaucratize because of the
difficulties they face in accumulating tacit knowledge. They are especially
vulnerable when it comes to individuals leaving the organization. Bureau-
cratization, while responding to the problem of reproducing what has been
learnt in an organizational memory, tends to stifle the forms of autonomous
experimentation and exploration that are integral to sustaining an organiza-
tion’s creative problem-solving capacity.

These considerations help to explain the fact that the UK economy overall
performs so poorly in terms of new to the market innovation. The learning
or operating adhocracy forms of organization tend to be found in a few
isolated contexts, such as the cluster of high-technology firms around the
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University of Cambridge, where localized networks of firms provide the
necessary social capital for the efficient accumulation of tacit knowledge in
an inter-firm career framework. Outside of these high-tech clusters, the UK
institutional framework, with an unregulated labour market and a weak
system of vocational training that is more suitable for the requirements of
standard jobs than those requiring creative problem-solving, tends to support
the development of bureaucratic forms of organization or possibly hybrid
arrangements combining features of taylorism and the J-form (see Bessy, this
volume).

6.7. CONCLUSION

We introduced this chapter by observing that the lack of harmonized organ-
izational data at the EU level limits our ability to compare and effectively
benchmark policies for knowledge development and use, and for innovative
performance specifically. This limitation can be observed in such key EU
benchmarking exercises as Trendchart or the ‘Innovation Scoreboard’ where
the exclusive emphasis on standard S&T indicators such as R&D expend-
itures, patent applications, or the number of S&E graduates is all too appar-
ent. We believe that this informational deficit also helps to explain why the
policy instruments used to implement the Lisbon strategy have not integrated
action plans or the establishment of common objectives around organiza-
tional change and innovation. Not only do such policy instruments rely
crucially on harmonized data suitable for comparing the characteristics and
performance of national systems, but it is also the case that in the absence of
such benchmarks and comparative indicators it is hard to bring the issue to
the focal attention of the EU policy community.

In this chapter, we have taken a first step towards providing an EU mapping
of organizational forms. We believe that the results demonstrate the feasibility
and the interest of the exercise. The results have shown that alternative models
are available for achieving the combined goals of organizational learning and
problem-solving, and they strongly suggest that organizational choices are
not neutral relative to innovation rate and style. Our results also bear on the
question of the relation between organizational change and the wider labour
market and institutional setting. It is difficult to assess the frequently made
claim that unconstrained competition and an absence of labour market
restrictions constitute the most favourable context for introducing new
forms of work organization for the simple reason that we lack a reliable
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mapping of the extent of diffusion of new practices across EU nations. Our
results not only show that strong systems of employment protection are fully
compatible with the development of advanced forms of work organization,
but also suggest that nations characterized by such systems display a com-
parative advantage in terms of adopting organizational practices that rely on a
high degree of employee autonomy and involvement at all levels of the
organizational structure.

These results of course need further development. The European Survey on
Working Conditions on which they are based is first and foremost a survey of
working conditions, and it cannot substitute for a focused survey on organ-
izational innovation. Adequate measures of organizational change and in-
novation would require complementary establishment-level data providing
indicators of the way knowledge flows and sharing is organized among
different services and departments and how differences in this respect relate
to other aspects of corporate strategy. Moreover, our explanation for national
differences should be taken as a set of tentative hypotheses consistent with the
evidence rather than solid conclusions coming out of the econometric analysis.
We offer them in the spirit of widening the debate and in the hope that they will
stimulate further comparative research exploring the European link between
organizational forms, innovative performance, and institutional context.

NOTES

1. The initial findings of the survey are presented in a European Foundation report by
Merllié and Paoli (2001).

2. The factor analysis method used here is multiple correspondence analysis, which is
especially suitable for the analysis of categorical variables. Unlike principal com-
ponents analysis where the total variance is decomposed along the principal factors
or components, in multiple correspondence analysis the total variation of the data
matrix is measured by the usual chi-squared statistic for row-column independ-
ence, and it is the chi-squared statistic which is decomposed along the principal
factors. It is common to refer to the percentage of the ‘inertia’ accounted for by a
factor. Inertia is defined as the value of the chi-squared statistic of the original data
matrix divided by the grand total of the number of observations. See Benzecri
(1973) and Greenacre (1993: 24-31).

3. Certain of the organizational variables produced by the survey have not been
included in the statistical analysis. For example, the cooperative nature of work
which is measured by a question concerning whether one relies on colleagues for
assistance in work has been left out of the analysis because it basically distinguishes
between employees working in isolation from those that do not. The question on
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whether the employee exercises autonomy in the order that his or her work is
carried out has been excluded because it is highly correlated with the other
questions focusing on the issue of autonomy.

4. Team work is measured by the following question: ‘Does your job involve, or not,
doing all or part of your work in a team?’

5. This question does not allow an assessment of the learning requirements of the
job rotation involved, which vary considerably as our discussion will show.

6. The variable is coded ‘yes’ if the repeated task requires less than a minute to
accomplish and ‘no’ otherwise.

7. The coefficients for Column 2 should be read in the following manner. A positive
and significant coefficient for a nation, say Sweden, would imply that compared
to the Belgian case, and independently of sector, occupational category, and
establishment size, there is a higher relative likelihood of using the learning
forms over the lean forms.

8. The figure is the percentage of all sales from new products introduced over the
last three years that were new to the market.

9. The CIS2 data are used here since the relevant figures for Ireland and the UK are
missing in CIS3.

10. Denmark is clearly somewhat of an outlier in terms of the relation we are
proposing between employment protection and the relative importance of the
lean model of work organization. A distinctive feature of the Danish institutional
set-up is that while employment protection is relatively low, unemployment
protection is amongst the highest in Europe. See Lundvall (2002); and Hall and
Soskice (2001: 167-69).
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7

Learning Organizations and Industrial
Relations: How the Danish Economy Learns

Peter Nielsen and Bengt-Ake Lundvall

7.1. INTRODUCTION

This chapter combines a knowledge management with an industrial relations
perspective in an analysis of organizational learning in Denmark. In the first
part it analyses the impact of functional flexibility on innovation. In the
second part it studies what role worker participation—direct and indirect—
plays in constituting learning organizations. These issues are analysed on the
basis of a fresh survey that forms part of the comprehensive Danish database:
‘The Innovation, Organization and Competence Panel’.

In the management literature there is growing emphasis on organizational
forms that facilitate the creation, communication, and use of knowledge;
sometimes brought together under the heading: ‘the learning organization’
In parallel there is a debate among industrial relations experts on employee
participation in decision-making and processes of change sometimes under
the heading: ‘the high-performance workplace’

The literature on learning organizations tends to emphasize the need to
decentralize decisions and responsibility to a wider set of employees. This may
be seen as pointing towards more functional flexibility and as implying
empowerment and a more participatory working life. Recent labour market
studies give a less rosy picture where the volume of ‘precarious work’ is
growing and trade unions and employees see their capability to defend
basic rights weakened.

The two tendencies may in principle co-evolve and result in an increasingly
polarized labour market, where some employees get more influence over their
own working life while others get less. But they may also be seen as working
themselves out differently in different national employment and innovation
systems. This chapter aims at understanding how these contradictory
tendencies work themselves out in the Danish economy.
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Our analysis shows that there is a strong relationship between the estab-
lishment of a functionally flexible organization and the capability to pursue
innovation. More surprisingly, it also shows that while indirect forms of
participation become less frequent in Danish firm, they seem to remain
important in learning organizations.

7.2. THE LEARNING ECONOMY AS CONTEXT

In various contexts we have introduced an interpretation of new trends under
the term ‘the learning economy’ (Lundvall and Johnson 1994; Lundvall 1996;
Lundvall and Borras 1999; Lundvall and Nielsen 1999). The term signals that
the most important change is that knowledge becomes obsolete more rapidly
than before. Therefore, it is imperative for firms to engage in organizational
learning and for workers to attain new competencies.

A learning economy is thus one in which the ability to attain new compe-
tencies is crucial for the performance of individuals, firms, regions, and
countries. Globalization, information technology, and the deregulation of
formerly protected markets lead to more rapid transformation and change.
The rapid rate of change is reinforced by the fact that the intensified compe-
tition leads to a selection of organizations and individuals that are capable of
rapid learning, thus further accelerating the rate of change.

We see the growing emphasis on internal functional flexibility and on
networking as responses to the challenge of the learning economy. In a rapidly
changing environment it is not efficient to operate in a hierarchical organ-
ization with many vertical layers. It takes too long to make a move if the
information obtained at the lower levels should be transmitted all the way to
the top and back down to the bottom of the pyramid. To enhance the
capability to respond to change internal functional flexibility is combined
with networking with external parties such as customers, suppliers, and
knowledge institutions.

7.3. INNOVATION AND KNOWLEDGE CREATION

In this chapter we will use product innovation as an indicator of learning
within the firm. This is in accordance with how other scholars analyse
knowledge creation (Nonaka and Takeuchi 1995; Antonelli 1999). In new
growth theory, the output of the R&D sector is viewed either as a blueprint for
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a new production process that is more efficient than the previous one, or as a
production of new semi-manifactured goods that cannot easily be copied by
competitors (Verspagen 1992: 29-30).

A striking characteristic of knowledge production resulting in innovation is
the fact that knowledge, in terms of skills and competencies, is the most
important input. In this sense, it recalls a ‘corn economy’, in which corn and
labor produce corn. But it differs from such an economy in one important
respect. While the corn used to produce corn disappears in the process, skills
and competencies improve with use. Important characteristics of knowledge
reflect that its elements are not scarce in the traditional sense: the more skills
and competencies are used, the more they develop.

7.3.1. Competence as the Outcome of Knowledge Production

In economics we find various approaches to competence building and learn-
ing. One important contribution is Arrow’s analysis of ‘learning-by-doing’
(1962), in which he demonstrated that the efficiency in producing complex
systems (aeroplane frames) grows with the number of units already produced
and argued that this reflected experience-based learning. Later, Rosenberg
(1982) introduced ‘learning-by-using’ to explain why efficiency in using
complex systems increased over time (the users were airline companies
introducing new models). The concept of ‘learning-by-interacting’ points to
how interaction between producers and users in innovation enhances the
competence of both (Lundvall 1988; Christensen and Lundvall 2004).

In most of the contributions mentioned above, learning is regarded as the
unintended outcome of processes with a different aim than learning and
increasing competence. Learning is seen as a side effect of processes of
production, use, marketing, or innovation. An interesting new development,
which tends to make learning more instrumental, is the growing attention
given to learning organizations (Senge 1990). The basic idea is that how an
organization is structured will have a major effect on the learning that takes
place. The appropriate institutional structures may improve knowledge pro-
duction in terms of competence building based on daily activities.

The move towards learning organizations is reflected both in the
firm’s internal organization and in inter-firm relationships. Within firms,
the accelerating rate of change makes multi-level hierarchies and strict
borders between functions inefficient. It makes decentralization of responsi-
bility to lower-level employees and formation of multi-functional teams a
necessity. Inter-firm relationships with suppliers, customers, and competitors
become more selective and more intense.
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7.4. THE DANISH INNOVATION AND EMPLOYMENT
SYSTEM

The Danish economy has some interesting features when it comes to under-
standing what options are open for national systems in the era of the learning
economy. Denmark is among the top five countries in the world in terms of
GNP per capita, and when surveyed the population appears to be highly
satisfied with the society they live in—actually more so than in any other
country in the world. But it is not a high-technology economy, and it is not an
economy where formal science plays the most important role in processes of
innovation. There are other factors behind the relative wealth of Denmark
having more to do with incremental innovation, ‘social capital’, and partici-
patory learning.

A predominance of small-and medium-sized firms and of an experience-
based mode of innovation in Denmark is reflected in the mode of learn