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Preface

In 1974, when Prof. Christian Wandrey was working on the final stages of his
PhD thesis on heterogeneous catalysis at the Institute for Technical Chemistry
at the Technical University of Hannover, Prof. Dr. Karl Schügerl, at that time
director of the institute, suggested that he should work on biocatalysis as the
topic for his habilitation since enzymes seemed to be better catalysts than pre-
cious metals. We met on a memorable summer afternoon in 1974 at an auto-
bahn service area between Hannover and Brunswick to discuss a project pro-
posal and I was expected to contribute the necessary biochemical support.
My first thought was to formulate a somewhat negative reply but, in the course
of the discussion, the quantitative reaction engineering approach seemed to
me to be an interesting and promising approach. So for three decades, a last-
ing fruitful scientific cooperation in the field of biocatalysis began. The 
first visible success was the development of the enzyme-membrane reactor
(together with Degussa) for a technical process. These years were a time of
intensive work with the enthusiastic commitment of all participants. However,
at the same time, it was a great pleasure and Prof. Wandrey and I were award-
ed the Technology Transfer Prize by the German Research Ministry.

With the choice of the topic for his habilitation,Prof.Wandrey’s career in the
field of biotechnology started. The work with enzymes and enzyme reactors
has been continuous up to now, with changing focuses and group leaders as
the following chapters will show. In addition, there were other additional
focuses. So, after Prof. Wandrey had moved to the Research Center at Jülich in
the1980s, the anaerobic production of biogas was worked on intensively for
some time. Technical chemists succeeded in introducing strictly anaerobic
bacteria such as Methanosarcina barkerii into continuous cultures and in
examining these cultures in pilot reactors for the reduction of different
defined waste-products. These first attempts were also applied in the industry
and were awarded the Phillipp Morris prize in 1987. From the 1990s, the activ-
ities of Prof.Wandrey shifted to the aerobic production of high value products
like amino acids or proteins by means of microbial processes or animal cell
cultures. These topics are still relevant.

To guarantee the necessary expertise und to remain competitive at an inter-
national level, networks and long-term cooperation are still needed in research
work today. Jülich was a particularly convenient location, where – together
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with Prof. Hermann Sahm and other scientists at the Institute of Biotech-
nology 1 – common interests in the production of amino acids, metabolic flux
analysis and modeling could be followed. The support within the scope of the
BMBF-project “Biocatalysis” as well as the BioRegio competition and co-
operation with industry were helpful and encouraging. New challenges arise
today in the development and the use of “designer bugs” for sustainable
production or biological oxidation and reduction processes.

At a very early stage in Jülich, he started to study the production of mono-
clonal antibodies by means of animal cell cultures. At that time, nobody could
foresee that pharmaceutical substances based on antibodies would become, as
it is today, an ever growing field of industrial biotechnology. This decision
made by Prof. Wandrey also helped my research group, which was involved
with the isolation and purification of proteins, by giving us access to this kind
of product and represented the basis of our studies on moving bed adsorption
and mass transport in porous materials. I am very happy that after my retire-
ment these activities are still being carried out at the Institute of Biotechnol-
ogy 2, in order to maintain and expand this know-how. The cell culture group
deals, in addition to protein production – another highly relevant topic – with
the expansion of somatic cells.

For me the common denominator of all work and interests of Prof.Wandrey
seemed to be always the reaction engineering approach to identify the limiting
steps for speed or selectivity and to process modelling. By simulation, a great
deal of process optimization can be speeded up as well as rational scale up and
robust processes can be easily achieved. Naturally the efforts to extend and
make useable the basic knowledge for a detailed understanding of all the
process steps is also part of his interests.

After his 60th birthday, Prof. Wandrey is still facing five years of active and
fruitful research work.The younger scientists who have come from this research
group will have to meet future challenges – their contributions to this special
volume show that they are well equipped for these tasks. Finally I would like to
congratulate Prof. Wandrey heartily on the impressive successes which have
led to many honors. I will remember the pleasant and inspiring co-operation
over so many years and I am eagerly looking forward to new and exciting
results which will be presented by his research group.

June 2004 Maria-Regina Kula
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Abstract Several new methods besides the usual organic solvent extraction have been 
developed over the last few years for the extraction of primary and secondary metabolites.
These are: alcohol extraction with various biocompatible solvents, recovery of carboxylic
acids and antibiotics with reactive extraction, dissociation extraction, aqueous two-phase
extraction, and supercritical and near critical fluid extraction. Extraction and re-extraction
processes are integrated into a single step by emulsion liquid membrane and solid supported
liquid membrane extractions. These extraction processes are discussed and compared in 
this review, along with extraction with reversed micelles, and reactive extraction with the
formation of a third phase at the organic-aqueous interface.

Keywords Reactive extraction · Emulsion liquid membrane · Solid supported liquid
membrane · Aqueous two-phase system · Reversed micelles
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Abbreviations
Adogen 381 Bis(tridecyl)amine
Adogen 283 Di-tri-decyl amine, branched
Adogen 368 Tri C8, C10, C12 amine isomers with straight chain
Adogen 464 Tri-octyl-methyl ammonium chloride
Ala Alanine
Alamine 336 Tri-n-(C8-C10)-amine
Aliquate336 Tricapryl methyl ammonium chloride
AmAc Amyl acetate
Amberlite LA-1 Sec. amine with highly branched chains
Amberlite LA-2 N-lauryl-N-trialkyl methylamine
AOT Bis(2-ethyl-hexyl) sodium sulfo succinate
6-APA 6-Amino penicillanic acid
APPT Hydroxy propyl starch polymer
Arg Arginine
ATPS Aqueous Two Phase System
BuOH Butanol
CBO Carbon-bonded oxygen
Chevron 25 Mixture of C8 and C9 alkylated aromatics
Cyanex 923 Mixture of tri-alkyl phosphine oxides
DOA Dioctyl amine
D2EHPA Di-(2-ethyl hexyl) phosphoric acid
D2EHPA(S) Di-(2-ethyl hexyl)mono thiophosphoric acid
DITDA Di-iso-tri-decylamine
DNNS Di-nonyl-naphthalenesulfonate
DTAC Dodecyl-thrimethyl ammonium chloride
ECA4360J Surfactant
EO-PO Ethylene oxyde-propylen oxide copolymer
EtAc Ethyl acetate
Gly Glycine
HEC Hydroxy methyl cellulose
His Histidine
HoeF2562 Di-iso-tridecylamine
Hostarex A327 50:50 Mixture of tri-n-octyl/tri-n-decylamine
Ile Isoleucine
IP Ion-pair
ISOPAR Paraffinic kerosene
KD Dissociation coefficient
Leu Leucine
MCl2 Methylene dichloride
MeOH Methanol
Met Methionine
MIBK Methyl-isobutyl ketone
MPEG Methoxy polyethylene glycol
NP Nonyl-phenol ethoxylate
PAA Phenyl acetic acid
PBO Phosphorus-bonded oxygen
PEG Polyethylene glycol
PEI Polyethylene imine
Phe Phenylalanine
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pKa LogKD of acids
pKb LogKD of bases
PPG Polypropylene glycol
PTFE Polytetrafluoro ethylene
PVDF Polyvinilidene difluoride
SCF Supercritical fluid
Ser Serine
Shellsol A Medium fraction of aromatic hydrocarbons
Shellsol H Medium fraction of aliphatic hydrocarbons
Span 80 Surfactant
TBP Tri-butyl phosphate
Thr Theronine
TOA Tri-octyl amine
TOMAC Tri-octyl-methyl-ammonium chloride
TOPO Trictyl-phosphine oxide
Trp Tryptophan
Tyr Tyrosine
Val Valine

1
Introduction

Extraction is an important separation technique in chemistry and biotech-
nology. It is usually applied in biotechnology as the first step in the recovery of
primary and secondary metabolites.

Extraction competes with many other separation methods, including ad-
sorption, precipitation, chromatography, distillation, membrane separation,
crystallisation, ion exchange, and electrodialysis. Adsorption has the dis-
advantage of low loading capacity, so it is applied if other techniques are less
effective (such as in case of cephalosporin C). In spite of its low selectivity,
precipitation is used as the first step of recovery for many compounds, for 
instance citric acid. Chromatography and crystallisation are used for purifica-
tion, not for the first step of product recovery. Distillation is employed for 
temperature stable metabolites like acetic acid. Ion exchange and electro-
dialysis are utilised for the separation of low molecular primary metabolites
such as lactic acid. Membranes are often used to separate cells, and as the first
stage of product recovery, but they are not very selective and are impaired by
fouling from proteins, which are ingredients of the cultivation medium. Mem-
branes are often combined with other separation methods, which have higher
selectivity.

The main problem with the recovery of primary and secondary metabolites
by extraction is the complexity of industrial cultivation media, meaning that
several by-products are extracted as well as the desired main product.Various
alternative extraction techniques, like reactive extraction and aqueous two-
phase extraction, have been investigated in order to improve the selectivity 
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of the product recovery. A decrease in production costs can be obtained by 
integrating downstream processing stages by performing extraction and re-
extraction in a single stage, for example by using emulsion liquid membrane or
solid supporting liquid membrane techniques.

If product inhibition prevails, an increase in productivity can be obtained
using in situ recovery of the products. In the case of in situ extraction, the toxic
effect of the solvent on the cells can be reduced by using membranes to avoid
direct contact between cells and solvent. In some cases, the phase separation is
not possible or it is a slow process. This problem can be overcome by separat-
ing the phases with a membrane.

This review is a status report on solvent extraction and its various alter-
natives. The equilibrium distribution coefficient KD of the product in solvent
is decisive for the recovery of primary and secondary metabolites by solvent 
extraction. To determine KD, basic investigations are performed with model
systems using only a single solute in a chemically well defined aqueous feed (F)
by applying a chemically well defined solvent (S). The distribution equilibrium
and sometimes the kinetics of the extraction process are determined by mea-
suring the concentrations of the solute in the extract (E) and sometimes in the
raffinate (R). For in situ product recovery, the biocompatibility of the solvent
is important. For these investigations the growth rate, viability of the micro-
organisms, and the product formation are determined in the presence of
solvents.

This review is divided into two main sections, two phase systems and three
phase systems, and these are subdivided according to the various types of
extraction techniques. Different solutes are discussed in these subsections.

2
Two-Phase Systems

The microorganisms are separated from the cultivation medium by filtration
or centrifugation. The product is extracted from the cell free cultivation
medium by solvent/extractant. During the extraction, only the aqueous feed
phase and the organic solvent/extractant phases are present. No third phase is
formed.

2.1
Solvent Extraction

Cultivation of microorganisms is performed in aqueous media. The microor-
ganisms are separated from the cultivation medium at the end of the produc-
tion process. The product is extracted from the cell free medium by an organic
solvent. The main problem is how to extract a hydrophilic compound from the
aqueous phase into an organic phase with high efficiency. Several organic sol-
vents have been tested, and the distribution equilibrium of the solutes between
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water and solvent were determined. In the following, the recoveries of different
metabolites by solvent extraction are discussed.

2.1.1
Alcohols

Industrial alcohols are formed from petrochemical sources. Edible ethanol
must be produced by fermentation. During the 1970s, research into microbial
alcohol production from renewable sources was intensified because of the 
energy crisis. During this time several investigations were carried out on
ethanol and butanol production and recovery from cultivation media. The 
recovery of ethanol from the cell free cultivation media was performed by 
distillation.

In situ removal of ethanol and butanol during the cultivation is necessary for
high productivity, because cell growth and product formation are inhibited 
at high alcohol concentrations. Solvent extraction was considered to be one
possible solution for maintaining the alcohol concentration in the cultivation
medium at a low level.

The main problem was that common organic solvents with high distribution
coefficients for alcohols were toxic to the cells, and solvents which were bio-
compatible had low distribution coefficients. Therefore, large numbers of dif-
ferent compounds were tested for their suitability as solvents in terms of their
distribution coefficients and biocompatibility. Daugulis et al investigated 1500
compounds [1–6] for their suitabilities as extractants. Other research groups
(for example [7, 8]) also tested a large number of solvents. The main interest
was in improving the productivity of the process by reducing the product 
inhibition. This was performed by in situ extraction of the alcohols during the
cultivation. The microorganisms were retained in the bioreactor by the mem-
brane. The product was extracted in situ from the cell free cultivation medium,
and the medium was recycled into the reactor or the cells in direct contact with
the solvent. In Table 1 some solvents are listed that are relatively useful for the
in situ extraction of ethanol and butanol. The aqueous and organic solvent
phases are sometimes separated by a membrane in order to avoid the direct
contact of the cells with the solvent. Some of these investigations are described
in Table 2.

Ethanol was formed by the cultivation of Saccharomyces cerevisiae or Zymo-
monas mobilis. The ethanol productivity was improved using in situ extraction
by a factor of 2.5–3.0 [4, 26, 28, 52].

Butanol is produced by Clostridium acetobutylicum, which forms acetone,
ethanol, acetate, butyrate and a small amount of acetoin. The equilibrium dis-
tribution coefficients of acetone in these solvents are lower than those of butanol
(Table 3). At particular cultivation conditions the KD values in n-decanol are:
6.5 (butanol), 4.65 (butyrate), 0.7 (acetone), and 0.45 (ethanol) [37]. Because
acetone, ethanol and butyrate are co-extracted, a separation step by fraction-
ated distillation is necessary after their recovery.
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Table 1 In situ extraction of ethanol and butanol by various solvents

Ethanol Butanol

Solvent Reference Solvent Reference

Dodecanol [9–13] n-decanol [37, 38]
Higher iso-alcohols [9, 14] n-hexanol [38]
Higher n-alcohols [9, 15, 16] Iso-nonanol [38]
Tributyl phosphate [13, 14, 17, 18] Iso-decanol [38]
Dibutyl phtalate [18, 19] Methylbenzoate [38]
2-tert-butyl phenol [18] Tetradecanol [38]
Dodecane [20] Diisobutyl ketone [38]
Fluoro carbons [21] Mesitylen [38]
Higher iso-acids [20] Anisol [38]
n-decanol [22] Xylene [38]
Heptanal [23] Dibutyl phthalate [38, 39]
Tributyl phosphate + [17, 24] Benzyl benzoate + [40]
ISOPAR M(paraffin) oleyl alcohol (multiple 

extractants, theory)
Oleyl alcohol [4, 6, 25, 27, 31]
Oleic acid [28, 29] Oleyl alcohol (theory) [41]

With immobilised cells: Poly(propylene glycol) [42]
Sec-octanol + Poropak Q [30] Oleyl alcohol [43, 44]
Poly(propylene glycol)1200 [31] Oleyl alcohol (model) [45]
o-isopropylphenol [31–34] Oleyl alcohol(comparison) [46]
o-tert butylphenol [31–34]
oleyl ester [35] 2,3-butanediol extracted [47]

by dodecanol
n-dodecanol [8]
Tri-n-butyl phosphate/ [36]
ISOPAR N, extractive 
distillation

Table 2 In situ membrane extraction of ethanol and butanol by various solvents

Ethanol Butanol

Solvent Reference Solvent Reference

Sec octanol [48] 2-ethyl hexan [55]
Propylene glycol Oleyl alcohol [56]
Ethylene glycol [49] Ethylene glycol (comparison) [57]
Tributyl phosphate (Model) [50, 51]
Dibutyl phthalate [52]
Caprylic acid/octane ester [53]
formation with immob lipase
Ester formation with [54]
immob lipase



Although product concentrations are low in continuous cultivation, by re-
circulating the microorganisms the product concentration can be improved.
For example without recycling at D=0.1 h–1, 3.81 g l–1 butanol, 1.92 g l–1 acetone,
0.36 g l–1 ethanol, and 1.27 g l–1 butyrate were obtained. With recycling at
D=0.1 h–1, 14,1 g l–1 butanol, 6.73 g l–1 acetone, 1.19 g l–1 ethanol, and 1.28 g l–1

butyrate were obtained, while 10.27 g l–1 butanol, 5.66 g l–1 acetone, 0.76 g l–1

ethanol and no butyrate were attained at D=0.4 h–1 [57].At these high product
concentrations the inhibition is considerable. Therefore, in situ extraction is
necessary. Butanol is formed from butyrate. Its concentration should be high
in the cultivation medium. The feed phase is sometimes saturated by butyrate
in order to improve the productivity. The butanol productivity was increased
with in situ extraction by a factor of 1.5–1.6 [39, 42, 43]. With four stage 
extraction [37] and with membrane extraction [56] the productivity was 
increased by a factor of four compared to standard cultivation conditions.
Because of the large differences between the boiling points of the applied 
solvents and solutes, recovery of the alcohols from the extract is performed by
fractionated distillation.

2.1.2
Acids

Aliphatic carboxylic acids are formed during aerobic cultivation as intermedi-
ates of the metabolic pathway. Special modifications of the tri-caboxylic acid
pathway produce some of these acids in relatively high yields. The most impor-
tant products are acetic, lactic and citric acids. Acetic acid is produced by the
species Acetobacter, and it is recovered through a combination of extraction
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Table 3 Experimental values of KD for acetone and butanol for various solvents [38]

Solvents T (°C) KD (acetone) KD (butanol)

Ethyl ether 20 0.76 5.14
n-Hexanol 20 0.67 9.47

40 1.19 14
Iso-nonanol 20 0.63 7.73

40 0.87 8.69
Iso-decanol 20 0.41 5.86
Tetradecanol 40 0.61 5.22
Di-isobutyl-ketone 20 0.72 2.55
Anisole 20 0.85 0.99

40 1.04 1.77
Phenetol 20 0.68 0.88
Xylene 20 0.49 0.53
Mesitylene 20 0.38 0.47
Methylbenzoate 20 0.79 1.84
Di-butylphthalate 20 0.52 1.21



and azeotropic distillation [58]. If one uses high boiling point solvents, acetic
acid and co-extracted water are taken overhead.With low boiling point solvent,
the acetic acid comes as a still residue, which may contain heavy impurities.
Some KD values of different solvents with regard to acetic acid are shown in
Table 4. In each case, the lowest molecular weight member shows the highest
value of KD. Although they give high KD values, alcohols tend to esterify with
acetic acid and are therefore seldom used. Ketones have the next highest KD but
they do not have good azeotropic properties for removing water by subsequent
azeotropic distillation. Hence acetates and ethers are the more commonly used
solvents [59]. In the present of salts, and with increasing salt concentration, the
KD value increases, which can be explained by the “salting out” effect [60].
Acetic acid was extracted by decyl-alcohol through a membrane [61].

Lactic and citric acids are precipitated as Ca-salts in the cultivation medium,
and after their separation, the free acids are obtained with sulphuric acid.

The extraction equilibria of citric, tartaric and malic acids in n-octanol,
n-heptanol, 1-pentanol and 2-pentanol were determined. These extractions
cannot compete with the salt precipitation because of their low equilibrium
constants: KD=0.102 (n-octanol) and KD=0.237 (n-hexanol) for citric acid [62].

In order to improve the extraction efficiencies of higher carboxylic acids,
they were converted to their esters using oleyl alcohol in the presence of lipase.
This oleyl ester formation of butyric and propionic acids resulted in increases
in distribution coefficients by factors of 4–15 [63, 64].

2.1.3
Secondary Metabolites

The most important secondary metabolites in bulk biotechnological produc-
tion are the antibiotics. Standard handbooks cover the recovery of antibiotics
[64–69]. Most antibiotics are secreted by the cells into the broth. The cells are
removed from the broth by filter press or rotary filter and the product is re-
covered from the cell free broth by extraction or adsorption.

Penicillin recovery has been investigated by several researchers. The first re-
ports on the extraction of penicillin from the cultivation medium by means of
amyl acetate and 10% phosphoric acid at 3 °C [70] and in amyl acetate, cyclo-
hexyl acetate and methylcyclohexanone [71] were published in 1946. Later, the
extraction was carried out in centrifugal extractors [72–74]. Various other
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Table 4 KD values of solvents for acetic acid [59]

Solvents Range of KD

n-Alcohols (C4–C8) 1.68–0.64
Ketones (C4–C10) 1.20–0.61
Acetates (C4–C10) 0.89–0.17
Ethers (C4–C8) 0.63–0.14



methods have been developed [75], but the original method using a centrifugal
extractor is preferred in the industry.

If the product is a weak acid with a low dissociation constant (pKa), the value
of the pH of the cultivation medium must be reduced considerably below the
pKa value in order to be able to extract the product using organic solvents.

If the product is a weak base with a high dissociation constant (pKb), the pH
of the cultivation medium must be increased above the pKb value by two units
in order to be able to extract the product from the broth by organic solvent.

If the product is very soluble in water, the cultivation medium must be salt
saturated (salting out) in order to increase the degree of extraction with the 
organic solvent.

Carbon-bonded oxygen-bearing extractants (alcohols, esters and ketones)
are often used for the recovery of polar compounds.Apolar extractants (petro-
lether, methylene dichloride, ethylene dichloride) are applied for the extraction
of lipophilic compounds. The main problem with the carbon-bonded oxygen-
bearing extractants is their relatively high solubility in the cultivation
medium. With increasing molecular weight, their solubility in the aqueous
phase decreases, but their tendency to form stable emulsion increases [76].

Solvent extractions of some antibiotics are described in Table 5 .
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Table 5 Solvent extraction of some antibiotics [76]

Product Medium Solvent pH Reference

Actinomycin cake 1MeOH+2MCl2 2.5 [77]
Adriamycin cake acetone acidic [78]
Bacitracin cult medium n-BuOH 7.0 [79]
Chloramphenicol cult medium EtAc alkaline [80]
Clavulanic acid cult medium n-BuOH 2.0 [81]
Cyclheximid cult medium MCl2 3.5–5.5 [82]
Erythromycin cult medium AmAc alkaline [83]
Fusidic acid cult medium MIBK 6.8 [84]
Griseofulvin cake BuAc, MCl2 7.0 [84]
Macrolides (general) cult medium MIBK, EtAc alkaline [86]
Nisin cult medium CHCl3, sec-octanol 4.5 [87]
Oxytetracycline cult medium BuOH [88]
Penicillin cult medium BuAc, AmAc 2.0 [89]
Salinomycin cake BuAc 9.0 [90]
Tetracycline cult medium BuOH [91]
Tylosin cult medium AmAc, EtAc [92]
Virginiamycin cult medium MIBK acidic [93]
Cephalosporin C cult medium 4-methylpentanon [94]
(chemically modified) n-butanol

MeOH (methanol), AmAc (amylacetate), BuOH (butylalcohol), BuAc (butylacetate) EtAc
(ethylacetate), MeCl2 (methylene-dichloride), MIBK (methyl-isobutylketone) CHCl3 (chloro-
form), mash (cult medium with cells), cult medium (cell free medium), cake (medium-
free cells).



Penicillin aside, only a few antibiotics are recovered by extraction. Earlier
publications on tetracycline and cephalosporin extractions do not have prac-
tical relevance any longer, since nowadays tetracycline is recovered by pre-
cipitation and cephalosporin by adsorption.

Penicillin can be recovered by various organic solvents at low pH and at low
temperature (see Table 6). The mycelium free cultivation medium is cooled
down to 0–3 °C, acidified by sulphuric acid (pH 2.0–3.0) and penicillin G and/
or V are extracted by amyl acetate or butyl acetate in centrifugal (Podbielnak,
Luwesta or Alfa-Laval) extractors. In order to repress the formation of emul-
sion, de-emulsifier is added to the cultivation medium. In some factories the
cell containing cultivation medium is extracted by amyl acetate in a counter
current extraction decanter (Westfalia, Oelde) [76].

The organic solution is added at pH 6 to an aqueous buffer solution to produce
a penicillin-rich aqueous solution.Water-soluble penicillin anions are present at
this pH.After re-acidification, it is re-extracted with butyl acetate or amyl acetate
[95–97]. Modern strains yield high product concentration in the cultivation
medium, so the potassium salt can be precipitated after the first extraction step.

2.2
Reactive Extraction

Smith and Page [98] first pointed out that long chain aliphatic amines form
hydrophobic ion pair complexes with organic acids, which can be extracted by
organic solvents. King et al [99–102] systematically investigated the formation
of these complexes with a large number of long chain amines and long chain
alkyl phosphine oxides. They determined the equilibrium distribution coeffi-
cients of acetic acid and several other carboxylic acids with these amines and
phosphine oxides in various organic solvents. This separation technique for the
recovery of acetic acid with TOPO (tri-octyl phosphine oxide) [103, 104] and
of various organic acids with long chain aliphatic amines [105–107] was patent-
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Table 6 Distribution coefficients for penicillin G at pH 4 between aqueous solutions and 
organic solvents [70, 71]

Solvent Distribution coefficient

Methyl-cyclohexane 180
Dimethyl-cyclohexane 160
Methyl-cyclohexanol 80
Cyclohexyl acetate 62
Furfuryl acetate 44
Methyl-isobutyl ketone 33
Dimethyl-phthalate 30
2-Ethyl hexanol 26
Amyl acetate 20
Diethyl oxalate 20



ed. The equilibrium distribution coefficients of several aliphatic carboxylic
acids with tri-iso-octylamine and iso-decanol as modifier and in Shellsol T 
as diluent were determined [108–109].Wojtech and Mayer [110] used a 4/1 mix-
ture of nonyl-phenol/Hostarex A 327 (50:50 mixture of tri-n-octyl/tri-n-decyl-
amine) with a distribution coefficient of 300 to remove acetic acid from waste
water. This mixture was also used for the extraction of butyric, malonic and 
lactic acids, and their distribution coefficients was increased by factors of
10–100 by complex formation. The combination of extractants, diluents, and
acid concentration has a considerable influence on the distribution coeffi-
cients [111–113]. With the development of Cyanex 923 (a mixture of tri-alkyl
phoshine oxides) the efficiency of the extraction was improved [114]. A com-
parison of the equilibrium distributions of acids with different extractants 
indicates that their efficiency depends on the acid and its concentration:
TOPO>TBP (tributyl phosphate)>TOA (tri-octyl amine) for dilute and con-
centrated acetic acid. For propionic acid, the order of succession is different:
TOA>TBP>TOPO [114]. The influence of the acid concentration on KD is shown
in Table 7. The extraction power increases with dilution of the acid [115].

The recovery of acids with amines from waste water is especially efficient.
The KD values are influenced by the type of extractant as well (Table 8).

The extraction of organic acids with a carbon-bonded oxygen (CBO) donor
is not selective enough. The solvation numbers of aliphatic carboxylic acids 
extracted with phosphorous-bonded oxygen (PBO) donor extractants some-
times indicate a stoichiometric association between an individual phosphoryl
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Table 7 Examples of the influence of the acetic acid concentration in the aqueous phase 
on the distribution coefficient with 22 wt% TOPO in Chevron 25 [100]

Aqueous acetic acid concentration KD

0.189 3.12
1.27 1.33
3.20 0.76
7.45 0.45

Table 8 Examples of the influence of extractant on the KD of acetic acid in water with 
30 vol% secondary and/or tertiary amines in a chloroform diluent system at 0.04 wt% 
acid concentration [100]

Amines KD

Secondary Amberlite LA-1 4.48
Amberlite LA-2 9.86

Tertiary Adogen 381 32.11
Adogen 368 7.79
Alamine 336 9.6



group and an individual carboxyl group. Due to successful competition be-
tween the solvating phosphoryl groups and the water molecules at the interface,
the organic adducts with alkylphosphates are hydrated with one or more water
molecules. This causes the high distribution ratios of the acids. The best results
can be achieved with high-molecular weight aliphatic amine extractants or by
combining them with PBO extractants.When using aliphatic amine (secondary
or tertiary amine) extractants, proton transfer occurs during the extraction,
and the acid prevails in the organic phase as an amine-acid ion pair. They are
therefore called ion-pair (IP) extractants. They are less soluble in water than
CBO- and PBO-extractants and yield the highest partition coefficients. Because
of the rather high prices of the extractants, a low solubility in aqueous solutions
is desired. The low solubility is obtained by the long hydrophobic tails of the
PBO- and IP-extractants. High selectivity can be obtained by choosing suitable
operational conditions (pH-value, ion strength). Low toxicity would be desired.
However, most of these extractants are toxic to organisms. The ideal extractants
are inexpensive, selective, biocompatible and have low solubilities in water.
Unfortunately, these ideal properties cannot be realized. The toxicities of these
extractants restricts their application to industrial use.

The recovery of aliphatic carboxylic acids with CBO-extractants is not eco-
nomical. PBO- and IP-extractants are preferred because of their high partition
coefficients and low solubilities in the aqueous solutions. Extractions of single
aliphatic carboxylic acids with PBO- and IP-extractants have been investigated
by several groups. Various solvents/diluents were used for the extractants.
If paraffin was used as solvent, the complex often formed a third phase at the
interface. To avoid this third phase formation, polar co-solvents (modifiers)
were added to the system.

The extraction chemistry of carboxylic acids was theoretically discussed by
Kertes and King [102]. They distinguished between three extraction types:

– Acid extraction can be carried out by solvation with carbon bonded oxygen-
bearing (CBO) extractants.

– Acid extraction by solvation with phosphorous-bonded oxygen bearing
(PBO) extractants.

– Acid extraction by proton transfer or ion-pair (IP) formation, the extractants
being high molecular weight aliphatic amines.

Let us now consider the corresponding relationships.
The mass action law equilibrium for the extraction of monocarboxylic acid

by a strong solvating extractant, such as an organo-phosphorous compound, is
strongly influenced by the dissociation of the acid in the aqueous solution

K
HS Æ̈ H+ + S– (1)

The dissociation constant K is given by

[H+][S–]
K = 04 (2)

[HS]
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The acid in the aqueous phase HSa forms the complex HSExno in the organic
phase with n moles (solvation number) of the solvating extractant Exo in the
organic phase

Kon
HSa + nExo Æ̈ HSExno (3)

The equilibrium constant Ken complex formation is given by

[HSEx]oKen = 046 (4)
[HS]a [Ex]n

o

The distribution ratio Dc on a molar concentration basis is given by

CHSot
[HSExn]o Ken [HS]a [Ex]n

o Ken [Ex]o
Dc = 8 = 001 = 0006 =  09 (5)

CHSat
[HS]a + [S–]a [HS]a + K [HS]a/[H+]a 1 + K/[H+]o

These equations neither take the free acid nor the dimer into account, since in
the presence of strongly solvating agents no unsolvated acid monomer and
dimer are present.

The Mass Action Law Equilibrium between the proton bearing organic 
compound HS in the aqueous phase and the long chain aliphatic amine extrac-
tant in the organic phase is given by

Kem
HSa + Ao Æ̈AHS(HS)mo (6)

The equilibrium constant Ke is given by

[HSA]oKe = 044 (7)
[HS]a [A]o

In some cases this acid-base type reaction is not stoichometric. If the extrac-
tant takes acid in excess, the following relationships are valid:

Kem
AHSo + mHSa Æ̈AHS(HS)em (8)

with the equilibrium constant

[AHS(HS)m]oKem = 003 (9)
[AHS]o [HS]m

o

In several publications the equilibrium distribution coefficient KD is used,
which is defined empirically as the weight fraction of the solute in the solvent
phase per its weight fraction in the aqueous phase. The relationship between
the distribution ratio Dc and KD is given by

ÇoDc = KD 5 (10)
Ça

where Ço and Ça are the densities of the organic and aqueous phases.
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In the case of acetic acid, the acid [HS] distributed between the aqueous (a)
and organic (o) phases dissociates to anion S– and proton H3O–, and reacts with
the amine carrier A [116]:

Physical extraction (p):
kp

HSa, p Æ̈ HSo, p (11)

kp = [HS]o, p Vo/[HS]a, pVa (12)

Dissociation
ka

HSa + H2O Æ̈ H3O + S–
a (13)

co[HS]
[HS]a = 003 (14)

1 + 10(pH – pKa)

where Ka is the dissociation coefficient of the acid in the aqueous phase.
Complex formation (Va:Vo=1:1)

k1
HSa + (A)o Æ̈ (HSA)o (15)

[HSA]ok1 = 044 (16)
[HS]a [A]o

k2
HSa + (HSA)o Æ̈ ((HS)2 A)o (17)

[(HS)2 A]
k2 = 003 (18)

[HS]2
a [HSA]o

where k1 and k2 are the complex formation constants with one and two acid
molecules. These relationships hold true for other acids as well.

Several research groups have investigated the reactive extraction of lactic
acid. Some investigations are compiled in Table 7. Lactic acid inhibits cell
growth and product formation by Lactobacilli. This is caused by the pH drop
and its toxicity to the microorganisms. Especially at low pH the non-dissociated
acid toxicity is high. Therefore, the in situ extraction of lactic acid has been 
investigated by several research groups. Common long chain amine and phos-
phorus-bonded oxygen bearing extractants are toxic to the microorganisms. By
using immobilised cells and oleyl alcohol, or cells with co-immobilised soybean
oil, the inhibition effect was reduced [119]. In Table 9 some investigations are
presented.

The separation of different aliphatic carboxylic acids by reactive extraction
depends on their dissociation constants (pKa). The stabilities of PBO- and 
IP-acid complexes are influenced by the pH values of the solutions and the pKa
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values of the compounds. Separation of components is possible if their pKa
values are at least one pH unit apart, for example formic acid (pKa=3.7) and
acetic acid (pKa=4.76). The separation of higher carboxylic acid homologues
based on their pKa values is not possible (pKa values of propanoic, butyric,
pentanoic, hexanoic, heptanoic, octanoic, … acids are in the range 4.85–5.0).
The differences between, for instance propanoic acid (pKa=4.85), lactic acid
(pKa= 3.86) and pyruvic acid (pKa=2.49) are large enough for their separa-
tion. Cis-trans-isomers, such as maleic acid (pKa=1.93; 6.14) and fumaric acid 
(pKa= 3.03; 4.38), can also be separated by IP-extraction.

Citric acid is produced by Aspergillus niger and precipitated from the culti-
vation medium as Ca salt. After treating this salt with sulphuric acid, the free
citric acid is recovered and the waste CaSO4 is deposed of. To avoid the deposi-
tion of this contaminated CaSO4, which cannot be used for any other purpose,
an attempt was made to recover the acid by extraction. However, the distribu-
tion coefficients of citric acid in common organic solvents are low. For instance,
following values were determined in 0.16 wt% aqueous feed: 0.29 (butanol),
0.1 (butylacetate), 0.1 (ethylether), 0.1 (methyl-isobutyl-ketone), 0.33 (methyl-
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Table 9 Investigations into the reactive extraction of lactic acid (–) without the cultivation
of micro organisms

Microorganisms Extractant Solvent/diluent Reference

Lactobacillus delbrückii, Alamine 336 Oleyl alcohol [117–120]
immobilised TOPO Dodecane [117]

Alamine 336 Co-immobilised [119]
Soybean oil/
Oleyl alcohol

Lactobacillus casei Amberlite LA2 Kerosene, Butylacetate [121, 122]
HoeF2562 Kerosene, Butylacetate [121, 122]

Lactobacillus salivarius, Alamine 336 Kerosene, Butylacetate [121, 122]
Lactobacillus delbrückii Hostarex A237 Kerosene, Butylacetate [121, 122]

Cyanex 923 Kerosene, Butylacetate [121, 122]

– Alamine 336 Toluene [123]
– Tri-n-octylamine Xylene [124]
– Trioctylamine MIBK, Octanol, Decanol [125]

Lactobacillus rhamonosus TOMAC, TOPO, DOA, Oleyl alcohol, [126]
TOA, TBP Butylacetate

– TOA MIBK [127]
– Trioctylammonium Oleyl alcohol [128]
– chloride
– Alamine 336 MIBK [129]

Lactobacillus amylovorus, TOPO Kerosene [130]
membrane extraction



ethyl ketone), and 0.21 (cyclohexanone) [98]. To improve the distribution 
coefficient, the hydrophobicities of the solutes were increased by creating phos-
phorous-bonded oxygen donor or long chain amine compounds of citric acid.
The KD values of some of these compounds indicate improved distribution 
coefficients: 2.3 (tri-butyphosphate), 2.7 (dibutyl phosphate), 4.4 (tributyl-
phosphine oxide), 6.5 (tri-iso-octyl amine) [131]. Some investigations into the
reactive extraction of citric acid are compiled in Table 10, while the extraction
and separation of some carboxylic acids are described in Table 11.

Separating solutes with more than one charged group, which form approx-
imately neutral zwitterions, is a difficult task. Typical compounds of this type
are the amino acids.With the exception of threonine,all bifunctional amino acids
have their pK1 (COO–) value between 2 and 3, and their pK2 (NH3

+) value be-
tween 9 and 10.This also holds true for trifunctional amino acids,with the excep-
tion of cystein that has pK1=1.71 and pK2=10.78, and histidine with pK1=1.82.
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Table 10 Investigations into the reactive extraction of citric acid without cultivation of
micro organisms (–)

Microorganism Extractant Diluent Reference

Aspergillus niger Trilaurylamine Oleic acid [105–107]
Trilaurylamine Octanol
Trilaurylamine + Hydrocarbon
diethylhexyl 
phosphoric acid
Trilaurilamine 2-Bromohexanone acid

– TOPO n-Heptane+n-octanol [131]
– TOPO Shellsol H
– TBP Di-iso-propylether
– TBP MIBK
– TBP Shellsol H
– Tri-iso-octyl amine Shellsol H

Aspergillus niger Alamine 336 Isopar H [132]
Isopar H+MIBK
n-Butyl chloride

Aspergillus niger Trialkyl-phosphine oxide Non-specified diluent [133]
C8–C10 tertiary amine Specified diluent
Trioctylamine

– Hostarex A 324 Isodecanol [134–136]
– Trialkylamine MIBK and other solvents [137, 138]

Aspergillus niger Tridodecylamine Octanol [139]
– Trioctylamine Octanol cyclohexanol [140]

isobutylalcohol petroleum 
ether

Aspergillus niger Hostarex A327 Oleyl alcohol [141]
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Table 11 Investigations into the reactive extraction of various carboxylic acids without 
cultivation of micro organisms (–)

Microorganism Acid Extractant Diluent Reference

Lactobacillus casei, Acetic, Amberlite La-2, Kerosene, [121, 122]
Lactobacillus Lactic, HoeF2562, Butylacetate
salivarius, Citric Alamine 336,
Lactobacillus (separation) Hostarex A237,
delbrückii Cyanex 923

Propionibacterium Propionic Alamine 336 2-Octanol [142, 143]
acidopropionici

– Propionic TOA, TOPO, TBP Hexane [115]

Clostridium Butyric Hostarex A 327, Isodecanol, [144]
butyricum Tri-hexylphosphate Isotridecanol,

Oleyl alcohol

Clostridium Butyric Alamine 336 Oleyl alcohol [145]
tyrobutyricum

– Succinic Tripropylamine Octanol [146–148]
Tributylamine n-Heptane
Tripentylamine Octanol
Trioctylamine Octanol

– Succinic Alamine 336 Chloroform, [149]
MIBK

– Oxalic Trioctylamine n-Octanol, [150]
n-Octanol/
kerosene

– Acetic, Lactic, Aliquate 336 2-Octanol  [151]
Propionic, and or
Butyric Alamine 336 Kerosene

– C2–C4 mono TOPO Kerosene, [152]
carboxylic, n-Hexane,
C4 dicarboxylic, Isoctane,
C6 tricarboxylic Cyclohexane,

n-Heptane

– C1–C4 mono Tri-n-octylamine – [153]
carboxylic

– C1–C8 mono Octyl(phenyl)- – [154]
carboxylic, N,N-diisobutyl-
C2–C4 dicarbo- carbamoyl-methyl-
xylic, Citric phosphine

– Acetic, Lactic, TOPO Hexane [155]
Propionic,
Crotonic, Malic,
Citric, Itaconic



The trifunctional amino acids differ only in their pK3=(side group) values:
3.36 (aspartic acid), 4.25 (glutamic acid), 6,0 (histidine), 8.33 (cystein) 10.07
(tyrosine), 10.52 (lysine), and 12.40 (arginine). For the extraction of these com-
pounds, quaternary ammonium ions, tertiary sulfonium ions, organic borid
ions, organic sulfonic ions or dialkyl or diaryl phosphoric acids can be used.
The extraction is performed at very low or very high pH values in order to
eliminate the zwitterionic form. However, at very low pH values considerable
co-extraction of H+ ions occurs, and at very high pH values co-extraction of
OH– ions occurs. In Table 12 some investigations into the extractions of amino
acids are described.

Phenylalanine exhibits zwitterionic character in neutral aqueous solution
and is insoluble in the organic solvents commonly used in solvent extraction.
Its extraction in organic solvents is only possible with the use of carriers.With
a quaternary ammonium chloride carrier, which is a liquid anion exchanger
(cationic surfactant), the prerequisite for the extraction is that a high fraction
of the amino acid should be in the anionic form in the aqueous phase.
Since pKb=9.29, at least pH 10 is necessary for the high anion fraction. The re-
extraction is usually performed in concentrated KCl solution. The Cl– anion is
transported back to the feed membrane phase.
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Table 11 (continued)

Microorganism Acid Extractant Diluent Reference

Propionibacterium Propionic Adogen 283 Oleyl alcohol [156]
Acidipropionici
(membrane 
extraction)

– Salicylic Amerlite LA-2 Xylene [157–160]

– Glucuronic, Trioctyamine 1-Butanol [161]
Gluconic,
Glucanic 
(separation)

– Acetic acid Trioctylamine MIBK [162]
(hollow fibre n-octanol
module)

Lactic acid Tri-n-octyl- Kerosene [163]
(hollow fibre module) phosphinoxide

Trioctylamine Xylene [164]

Citric acid Tri-n-octyl- MIBK [165]
(hollow fibre module) amine

Valeric acid Tri-n-butyl- Kerosene [166]
(UF module) phosphate



When applying D2EHPA, the amino acid cations react with the secondary
and/or tertiary amine carrier anions. By re-extracting at low pH values the
amino-carrier complex is decomposed and the acid cation is freed.

Maas et al [182] produced L-phenylalanine using genetically modified
Escherichia coli W3110 in continuous cultivation. The cells were separated
through a membrane module and recycled to the reactor. L-phenyl alanine was

Extraction of Primary and Secondary Metabolites 19

Table 12 Investigations into the reactive extraction of amino acids

Amino acid Extractant Diluent Reference

Tryptophane TOMAC Xylene [167, 168]
Tyrosine TOMAC Xylene [167, 168]
Phenylalanine TOMAC Xylene [169]
Phenylalanine Amberlite LA-2 Xylene [170]
Phenylalanine Adogen 464 Xylene [170]

Leucine/Isoleucine TOMAC, Decanol// [171, 172]
separation Aliquat 336 Methylcyclohexane,

Cyclohexanone

Tryptophan/ TOMAC Xylene [171, 172]
Tyrosine separation

Aspartate/Lysine separation TOMAC Xylene [171, 172]

Aspartate/Asparagine/ TOMAC Xylene [173]
Lysine separation

13 amino acids, KD=f (pI) TOMAC Kerosene, Hexane, [174]
Isooctane, Toluene

Glutamic acid Naphtenic acid Cyclohexane [175]
Phenylalnine D2EHPA Paraffin [176]
Arginine, Phenylalanine DNNSA Toluene [177]

Alanine, Glycine, D2EHPA(S) Toluene [178]
Aspartate mixture D2EHPA Toluene

Versatic Toluene
Phenylalanine D2EHPA n-Octane

Phenylalanine Aliquat 336 Colloidal liquid [179]
aphrons

Tryptophane D2EHPA n-Octanol [180]

Phenylalanine Aliquat 336 Isodecanol/ [181]
(hollow fibre module) Kerosene

D2EHPA Kerosene [182]

Adogen 464,Aliquat 336,TOMAC (tri-octyl-methyl ammonium chloride),D2EHPA (di(2-ethyl
hexyl) phosphoric acid), Amberlite LA-2 (N-lauryl-N-trialkyl methylamine), D2EHPA(S)-
(di(2ethylhexyl)monothiophosphoric acid), DNNSA (dinonyl-naphthalen sulfonocacid).



extracted from the cell free medium in extractor I and recycled to the reactor.
The extraction was performed in counter current operation by D2EHPA in
kerosene. The organic phase was recycled through extractor II, in which the 
re-extraction of L-phenylalanine was performed. Using this operation, the
product inhibition was eliminated and L-phenylalanine was enriched by a 
factor of four.

2.2.1
Antibiotics

The most extensively investigated antibiotic is penicillin. As already pointed
out, the classical extraction is carried out in the undissociated free state at
pH 2.0–2.5: a pH range where penicillin G is unstable, so the extraction tem-
perature is dropped to 2–3 °C. This low pH is necessary, because the pKa is 2.75.
The decomposition of penicillin G was investigated by Reschke and Schügerl
[183] as a function of pH. Its stability was highest at pH 7. Below and above this
pH value the stability quickly reduced. To avoid the extreme pH values, ion
pairs of penicillin G and V anions with long chain amines and/or quaternary
ammonium salts were formed at neutral pH. The physical and reactive extrac-
tions occur in parallel [183]:

Physical extraction:

CHPoKPh = 03 (19)
CHPa

CPa

where is KPh the physical distribution constant, CHP the concentration of peni-
cillic acid and CP that of the penicillin anion. KPh depends on the pH value:

1
KPh = C 002 (20)

1 + 10(pH – pKs)

where

CHPoC = 8 (21)
CHPa

the partition coefficient.
The degree of extraction E is defined by

CHPoE = 008 ¥ 100 (22)
CHPo

+ CHPa
+ CPa

Hence

100
E = 0005 (23)

1 + (1 + 10(pH – pKs))/C
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The ion-pair extraction with aliphatic amines in the organic phase with the
penicillin anion is given by

Kg
Ao + P–

a Æ̈AHPo (24)

where Ao is the amine in the organic phase, P–
a is the penicillin anion in the

aqueous phase, and AHPo is the ion-pair complex in the organic phase. This 
instantaneous reaction at the interface has an equilibrium constant KG:

CAHP
KG = 03 (25)

CACP CH

where the charge of the ions is omitted for simplicity.
We have simultaneous physical and chemical extractions. For the penicillin

anion the following relationship holds true:

CA,G – CP,G 1                       CA,G – CP,G 1     2 CP,G    
1/2

CP = –0.5 �07+0�+ �0.25 �07+0� +02� (26)
Z KGCH Z     KGCH KGCHZ

with

Z = 1+10pKs–pH +10pKs–pH C (a)

CP,G = CP + CHPa
+CHPo

+ CAHP (b)

the overall concentration of penicillin and

CA,G = CA + CAHP (c)

the overall concentration of the amine.
The distribution coefficient K is given by

CP,G
K = 005 –1 (27)

CP (1+10pKs–pH)

and the degree of extraction

CP (1+10pKs–pH)
E = �1– 005� ¥ 100 (28)

CP,G

Sometimes the ion-pair complex consists of m amine and n acid molecules.
In the case of co-extraction, the mass balances are modified as well. The rela-
tionships for these cases are given in [183].

Quaternary ammonium salts are used for extraction as well. The removal of
the penicillin anion P– from the aqueous phase occurs by ion exchange with the
anion Cl– of the ammonium salt NR4

+Clo
– dissolved in the organic phase. These

ion exchange reactions are given by

KG
NR+

4 Cl–
a Æ̈ NR+

4 P–
o + Cl–

a (29)
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The equilibrium constant of this reaction is given by

CNR4PCCl
KG = 04 (30)

CNR4ClCP

Since CNR4PCCl , it follows that:

(CP,G – CP)2

KG = 0008 (31)
CNR4Cl,G

CP – CP,GCP + C 2
P

Around neutral pH, reaction (29) is independent of the pH value.At acidic pH,
the dissociation of penicillin should be taken into account. This pH-indepen-
dence has disadvantages – at high equilibrium constants, the re-extraction is
difficult. It cannot be enhanced by a pH shift, unlike for the ion-pair reaction.
It can only be accelerated by a consecutive reaction that removes the anion 
P– from the equilibrium [183].

In Table 13 several investigations into penicillin extraction are listed. The
best results were obtained with Amberlite LA-2 (a mixture of secondary amines
(N-lauryl-N-tri-alkyl-methylamine with 11–13 carbon atoms) (Roehm and
Haas AG) and with HoeF2562 (DITDA, di-iso-tridecylamine) (Hoechst AG) in
Butanol: E=95% at pH 5, and for re-extraction at pH 8.5 E@100%. The appli-
cation of DITDA is recommended, because the cost of DITDA is twenty-fold
lower than that of LA-2 [191]. All of these extractants are toxic to the cells,
so they cannot be used for in situ extraction.

The kinetics of the extraction can be evaluated and calculated by

dCP kA kACA– 7 = kPaP �CP + 0.5 �07 + 9 – CP� (32)dt kAHPKGCH kP

kA kACA 
2    kACP kACAHP

0.5

– �0.25 �07 + 9 – CP� + �07 + 02 – CP� �kAHPKGCH kP                         kAHPKGCH kPKGCH

where ap is the specific interfacial area, calculated using

6e
aP = 04 (33)

d
32 

(1– e)  

The Sauter diameter d32 in the column and e (the hold up of the organic phase)
were measured.

The axial concentration profiles of the solutes in the extraction column
could be mathematically simulated using the cascade model – N equally sized,
ideally mixed stirred vessels – where N corresponds to the number of stages in
the extraction column, the rate given by Eq. 31, and the specific interfacial area
given by Eq. 32. The calculated and measured concentration profiles were in
good agreement when the initial specific interfacial area was reduced in line
with the increased Sauter diameter observed (smaller specific interfacial area)
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in the first stage (at the bottom). Pai et al [217] also developed a mathematical
model for this multistage extraction using the cascade model. However, they
could not compare their results with measurements of real systems.

If the cultivation time was too long, it was not possible to separate the phases
in the counter current extraction decanter, because the protein content in-
creased exponentially in the cultivation medium at the end of the cultivation.
The phase separation could be accomplished by reducing the cultivation time
(and therefore the protein content) [198].

Rindfleisch et al [212] extracted penicillin G from the cultivation medium
at pH 5 using Amberlite LA-2 in isodecanol in the hollow fibre module in
counter-current operation. The penicillin free medium was recycled. Peni-
cillin G was re-extracted from the ion-pair-complex in counter current opera-
tion in a second hollow fibre module by a buffer solution at pH 8. The penicillin
free organic phase was recycled into the first membrane module. The first
aqueous and the second organic recycling loops were connected. Both of the

Extraction of Primary and Secondary Metabolites 23

Table 13 Investigations into the reactive extraction of penicillin G and V and other b-lactam
antibiotics with long chain secondary and tertiary amines and quaternary ammonium 
chloride

Investigations Reference

Distribution coefficients, degrees of extraction, kinetics [183–185]
Extraction and re-extraction in Karr column [186, 187]
Extraction in Pilot plant Karr column [188–189]
Modeling of extraction in pilot plant [190]
Testing various carriers [191]
Re-extraction [192]
Re-extraction in Karr column [193]
Comparison of extraction in Karr-, Kühni- and pulsed -columns [194]
Modeling of extractions in various columns [195]
Extraction in mixer settler [196]
Extraction in centrifugal extractors [197]
Extraction from mycelium containing broth in counter-current [198]

extraction decanter
Extraction in three-phase reactor [199]
Mathematical model for extraction and re-extraction [200]
Extraction in stirred cell [201]
Extraction with neutral phosphorous esters [202]
Interfacial reaction kinetics [203]
Effect of volume ratio of the phases [204]
Extraction with quaternary ammonium chloride [205–206]
Extraction of cephalosporin antibiotics [94, 207, 208, 210]
Extraction of cephalosporin, cephalexin [209]
Reactive extraction in membrane modules [211–216]
Mathematical model for penicillin extraction [217]



extraction loops were realised in Celgard X-10 microporous polypropylene
hollow fibre modules of effective contact area 7 m2. The conversion of penicil-
lin G to 6-APA (6-amino penicillanic acid) and PAA (phenyl-acetic acid) by
Pencillin G-amidase was performed at pH 8 in the stripping phase of the
second membrane module. The separation of 6-APA and PAA was performed
in an electro-dialysis module, and the 6-APA was converted into ampicillin 
using D-phenylglycine ethyl ester (PGE) and immobilized Penicillin G-amidase
at pH 6.

2.3
Dissociation Extraction

Sharma et al [218–222] developed an extraction technique that utilises the dif-
ference between the dissociation coefficients of acids (pKa) and bases (pKb).
This technique is particularly useful in the separation of close-boiling mixtures
of organic acids/bases which have different dissociation constants and distri-
bution coefficients. Wadekar and Sharma [218] developed the theory behind
this, and presented a large number of examples. Anwar et al developed the 
following relationship for the separation factor:

1       KA d
N (d +1) + T �5 + 5 · 5�DA KB DB KB DA

a = 5 · 5 �00009 � (34)
DB KA      KB 1   d

N (d +1) + T �5 + 5 · 5�KA DB DA

where

DA and DB are the distribution coefficients of A and B
KA and KB are the dissociation constants of A and B
a is the separation factor
N is the normality of the aqueous acid
d is the ratio of A to B in the organic phase
T is the total amount of A, B in the organic phase.

The basic principle of this separation technique is similar to that for reactive
extraction, which uses the differences in dissociation coefficients. However,
only a few biotechnological examples are known of where main products can
be separated from by-products in the cultivation medium by means of their dif-
ferent dissociation constant for amino acids (see Table 10). No example has
been published in the literature on the use of dissociation extraction for the 
recovery of biotechnological products. Therefore, this technique will not be 
discussed any further in this review.
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2.4
Aqueous Two-Phase Extraction

Aqueous two phase extraction is based on the discovery of Albertsson [223].
The aqueous solutions of two polymers, or a polymer and a salt, form two
phases because of their mutual incompatibility. This aqueous two phase system
(ATPS) is generally described by a bimodal curve which separates the two-
phase area from the single phase zone (Fig. 1). The phase diagram gives the
exact composition of the top and bottom phases. Two phases are only formed
by compositions above the bimodal curve.Any two points on the same tie-line
will have the same phase composition, but different volume ratios of the
phases.At the plait point P, the compositions and volumes of the two phases are
equal. The phase diagram depends on the polymer molecular weight, polymer
concentration, pH, the temperature, and the dissolved salts.

The aim of the application of ATPS is to separate the cells (in the top phase)
from the product (in the bottom phase). By continuous replacement of the 
bottom phase the product can be removed from the reactor in situ. The main
application of this technique is the separation of cells from proteins. However,
several investigations have been published on the separation of cells from
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Fig. 1 Phase diagram for two polymers in water forming an aqueous two-phase system.
T: top phase composition; B: bottom phase composition; M: mixture composition; P: plait
point (critical point). The bimodal curve is the curve with circles along it; the tie lines are
the straight lines connecting points (circles) on the bimodal curve
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Table 14 Applications of ATPS for the separation of primary and secondary metabolites

Microorganisms Product Phase composition Reference

Zymomonas mobilis Ethanol Dextran 500/PEG 6000 [225]

Arthrobacter simplex Biotransformation: PEG8000/dextran T40 [226]
hydrocortisone pluronicF68, PPG2025 
to prednisolone MPEG5500/dextranT70

– Penicillin G PEG3350/salt [227]

Brevibacterium flavum Lysine, Phenylalanine, PEG1540/salt [228]
Glutamic acid

– Vancomycin MPEG/dextran, [229]
PEG8000/
dextranT500

Clostridium A-B-E (aceton/ APPT/dextran, PEG/ [230]
acetobutylicum butanol/ethanol) dextran, PEG/APPT

Acremonium Cephalosporin C/ PEG600/sulfate, [231]
chrysogenum desacetyl cephalo- PEG/phosphate

sporin C separation

Lactobacillus Lactic acid PEG/dextran, [232]
delbrücki subs PEG/HPS i,
delbrückii, EO-PO/HPS
Lactobacillus lactis
subs lactis,
Lactobacillus lactis
subs cremonis

Streptomyces rimosus, Oxy-/tetracyclin, NP/water, OP/water [233]
Streptomyces griseus, Cycloheximid,
Streptomyces erythreus Erythromycin A,

Cephalosporin C

Lactobacillus casei Lactic acid PEG/dextran [234]
Lactobacillus lactis Lactic acid PEI/PEG, PEI/HEC [235]

Lactobacillus Lactic acid PEG/dextran, [236]
delbrückii subs PEG/HPS,
delbrücki i, EO-PO/HPS
Lactobacillus lactis
subs lactis,
Lactobacillus lactis
subs cremoris

Review [237]
Minireview [238]

PEG (polyethylene-glycol); PPG (polypropylene-glycol); MPEG (methoxy-polyethylene-
glycol); APPT (hydroxyl-propyl starch polymer), EO-PO (ethyleneoxid-propyleneoxide-
copolymer); PEI (polyethylene-imine): HEC (hydroxymethyl-cellulose); NP (nonyl-phenol-
ethoxylate); OP(octyl-phenol-ethoxylate).



primary and secondary metabolites [224]. Some applications of ATPS to the
separation of low molecular products are listed in Table 14.

Dextran is non-toxic but very expensive. Low molecular PEG inhibits
growth. The high concentrations of salts needed are toxic to the cells. PEI,ATPS,
HPS EO-PO, HEC and high molecular PEG are non-toxic for Lactobacilli.
Therefore, they can be used for the in situ recovery of lactic acid. However, high
product recovery is difficult to obtain with biocompatible systems. In addition,
the partition coefficients are strongly dependent on salt concentration and pH
value, which can vary during the cultivation. Therefore, good results can only
really be obtained in continuous culture under steady state conditions, in which
the separation conditions can be kept constant.

Aqueous two phase extraction is too costly for the recovery of primary and
secondary metabolites, even if dextran is recycled or replaced by salts.

2.5
Supercritical and Near Critical Fluid Extraction

Supercritical fluids are materials that exists as fluids above their critical tem-
perature Tc and critical pressure Pc, respectively. Because of their low critical
pressures, the following gases are suitable for supercritical fluid (SCF) ex-
traction: CO2 (31.2 °C, 48.1 bar), ethane (32.2 °C, 48.1 bar), propane (96.6 °C,
41.9 bar), butane (135.0 °C, 37.5 bar), pentane (196.6 °C, 37.5 bar).

The properties of these solvents are highly sensitive to changes in both 
pressure and temperature.A large number of investigations have dealt with SCF
extraction (for examples, see [239–241]). SCF are generally suitable for the 
extraction of lypophilic compounds of low polarity, like esters, ethers, and 
lactones below 70–100 bars. The introduction of strong polar groups (such as
-OH, -COOH) makes extraction difficult. Benzene derivatives with up to three
-OH groups or two -OH groups and one -COOH group can be still extracted,
but only above 100 bars. Benzene derivatives with three -OH groups and one 
-COOH group, as well as sugars and amino acids, cannot be extracted below
500 bars. SCF extraction is used in the food and mineral oil industries.

Carbon dioxide [242–245], ethane [243], propene [246], and propane (for
the dehydration of ethanol) [247, 248] have been used for the extraction of
ethanol from aqueous solution SCF. The solubility of ethanol in supercritical
CO2 increases with increasing ethanol concentration in the aqueous phase.
At 10% ethanol concentration in the aqueous phase, the solubility amounts to
1.5 wt%, so a large amount of solvent is needed for the recovery of ethanol and
so ethanol recovery with supercritical CO2 is not economical. Lypophilic com-
pounds, such as pyrethrins [249], hops, plant oils [250], digoxin, digitoxin [251],
and steroids [252] have been extracted with supercritical CO2, sometimes with
co-solvents in order to increase the solubility of the solutes. A modified high
pressure extraction is discussed in Chapter 4.

SCF extraction plays a minor role in biotechnology, because of the many 
hydrophilic products.
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3
Three-Phase Systems

Over the last thirty years a variety of three phase systems have been developed
for product recovery and enrichment, which have some advantages when com-
pared to two phase systems. The three liquid phases consist of: the emulsion
liquid membrane, the solid supported liquid membrane, and the inverse micelle
systems. Aqueous-organic phase extraction across a solid membrane is not
considered here, because the solid membrane does not take an active role in the
extraction. However, aqueous-organic phase systems with the formation of a
third phase at the interface will be discussed.

3.1
Emulsion Liquid Membrane

Two miscible aqueous phases are separated by a organic phase, which prevents
the mixing of the two miscible liquids. This three phase system can be formed
by emulsification of aqueous phase 1 in an organic phase at high stirrer speed
(10,000 rpm) and by dispersing the emulsion in an aqueous phase 2 at low
stirrer speed (200–300 rpm). The inner aqueous (acceptor) phase with a droplet
diameter of about 0.1–1 mm forms a w/o-emulsion, and the emulsion with a
droplet diameter of 1–5 mm forms a dispersion in the second aqueous (donor)
phase. Sufficient stability of this emulsion/dispersion system is obtained by
choosing suitable detergents. Because the organic phase separates the two
aqueous phases, it is called a liquid surfactant membrane or a emulsion liquid
membrane. Such systems were discovered by Li [253]. A carrier (extractant) 
is dissolved in the organic phase, and, for example, the pH value in the 
external aqueous phase is set to a high value at which transfer of the solute to
the organic phase occurs. In this case the pH is set to a low value in the inter-
nal aqueous phase, so that the solute is extracted from the organic to the 
internal aqueous phase. The pH in the internal phase is maintained by 
counter carrier transport of protons and/or anions. For example, the amino
acid anion is transferred from a 0.1 N KOH solution to the membrane phase 
if positively charged lipophilic carrier (Aliquat 336, tri-caprylyl-methyl-
ammonium chloride) is added to the membrane. The amino acid anion 
reacts with the positively charged carrier at the membrane/donor interface.
It is transported across the membrane as carrier complex. The amino acid is 
extracted from the membrane at the membrane/acceptor interface by protona-
tion if 0.1 N HCl is present in the acceptor phase. The chloride anion in the 
acceptor phase is transported to the membrane/acceptor interface, where it is
exchanged with the amine anion, which drives the amino acid transport against
its concentration gradient [254] (Fig. 2). This is called facilitated membrane
transport.

To recover the solute in the acceptor phase, the stirring is stopped in batch
operation, which stops phase separation. In continuous operation, the emulsion
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phase is collected at the top of the column or in the upper layer of the settler
of the mixer settler, and the water phase is withdrawn from the bottom. The
solute from the inner aqueous phase is recovered by breaking the emulsion 
using electro-coalescence.

The liquid membrane technique can also be used for enantiomer-separation
with immobilised enzymes in the inner phase.For example, to separate L-phenyl-
alanine from D,L-phenylalanine, methylester a-chymotrypsin is immobilised 
in the liquid membrane emulsion [255]. D,L-amino acid methyl esters permeate
from the donor aqueous phase at pH 6 through the membrane due their phys-
ical solubility. The enzyme encapsulated in the internal phase only reacts 
with the L-ester. The product L-phenylalanine is enriched in the acceptor phase 
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Fig. 2a–b Transport of amino acid through a toluene membrane layer: a from basic to acidic
aqueous phase using a positively charged carrier; b from acidic to basic aqueous phase 
using negatively charged carrier [254]

a

b
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Table 15 Extraction of some acids by emulsion liquid membranes

Acid Donor (external) Carrier (extractant) Acceptor Reference
phase phase (internal) 

phase

Lactic Cultivation medium Alamine 336/paraffin Na2CO3soln [256]

Lactic Aqueous solution TOA/kerosene, Na2CO3 soln [257]
TBP/kerosene,
DOA/kerosene,
TOPO/kerosene

Lactic Cult medium Amberlite LA-2/ Na2CO3 soln [258,
ShellsolT 259]

Lactic pH 2.2 Alamine 336/ Na2CO3 soln [260,
paraffin 261]

Lactic Cult medium + Hostarex A327/, Na2CO3 soln [262]
H2SO4, pH 4.5 kerosene

Amberlite LA-2/
kerosene

Lactic Alamine 336/Paraffin, Na2CO3 soln [263]
x Amberlite LA-2/
kerosene

Lactic Aqueous soln pH 7 Aliquat 336/n-octane Na2CO3 soln, [264]
KCl, NaOH etc.

Citric Cult medium, Alamin 336/heptane, NaOH soln, [265]
Aqueous soln Shellsol A Na2CO3 soln
pH1.5

L-phenyl- NaOH soln, pH 11 Aliquat 336/ KCl soln [266]
alanine decyl acohol

L-lysine D2EHPA/vaselin oil 1 N HCl [267]

L-phenyl- NaOH soln, pH 11 Aliquat 335/ conc NaCl soln [268]
alanine decyl alcohol

Phenyl- H2SO4 soln, pH 3.0 D2EHPA/Telura619/ 1.6 N HCl [269]
alanine paraffine

Trp, Phe, KOH soln, TOMAC/kerosene NaCl soln [270]
Leu, Val, pH 11–12
Gly

L-Tryp- aq soln, pH 3.0 D2EHPA/paraffin HCl soln [271]
tophan
L-Phenyl-
alanine



because it has zwitterionic character at pH 6. The unchanged D-ester and
methanol permeate through the liquid membrane due to their physical solubil-
ity into the donor phase. To maintain a constant pH in the inner phase,Adogen
464 (an anion exchanger) is dissolved in the membrane phase. The carrier
counter-transport hydroxide ions react with the protons produced in the 
acceptor phase. Only a small amount of L-acid is in the anionic form, which can
be transported into the donor phase. Again, L-phenylalanine is recovered by
ceasing the stirring and braking the emulsion by electro-coalescence.

The extractions of some acids using an emulsion liquid membrane are 
described in Table 15.

As Behr and Lehn [254] have shown, at pH 11 the amino acid anion replaces
the chloride anion in quaternary ammonium chloride. The ion exchange
complex is transported to the acceptor membrane interface, where the amino
acid is protonated. The driving force for the separation is the chloride anion,
which is transported from the acceptor phase to the donor phase. This is the
case with the carriers Aliquat 336 and TOMAC. In another case, the amino acid
anion forms an ion-pair complex with the carrier cation. In this case it is
favourable to start with low pH values, because the uncharged amino acid is
more soluble in the membrane phase. The ion-pair reaction occurs in the mem-
brane phase. The ion-pair complex is transported to the acceptor interface,
where the acid anion forms a salt with the base (NaOH). The OH– or CO3

–
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Table 15 (continued)

Acid Donor (external) Carrier (extractant) Acceptor Reference
phase phase (internal) 

phase

L-Phenyl- aq soln, pH 4 D2EHPA/kerosene HCl soln [272]
alanine

Gly, Val, KOHsoln, TOMAC/kerosene conc. NaCl [273]
Leu, Phe pH 11–12

Trp, Met, HCl pH 2.02 Crown-ethers 0.1 N LiOH [274]
Phe, Leu, soln
Ile, Val

L-Tryp- pH 1.5–3.0 D2EHPA/kerosene, HCl soln, [275]
tophan paraffin oil pH 1.5–2.0

Minireview [276]

Aliquat (quaternary ammonium salt), TOMAC (quaternary ammonium salt), Hostarex A327
(tertiary amine); Alamin 336 (tertiary amine), Amberlite LA-2 (secondary amine), TOA 
(tri-n-octylamine), DOA (di-n-octylamine), D2EHPA (di-2-ethyl-hexyl-phosphoric acid),
TOPO (tri-n-octylphosphine oxide), TBP (tributyl-phosphate) Paranox, Span, and/or ECA
11522 or 4360 are surfactants.



anions react with the carrier cation at the acceptor interface and are trans-
ported to the donor phase. This is the case for the tertiary and secondary amine
carriers. If one uses D2EHPA, the amino acid cation reacts with the carrier 
anion at the donor interface. The amino acid-carrier complex is transported to
the acceptor interface, where the acid cations become free at low pH and the
protons form the carrier/proton complex, which is transferred back to the
donor interface (Fig. 2).

The situation is more complex in the case of citric acid because of the three
carboxyl groups with dissociation constants 3.13, 4.76 and 6.4. Boey et al [255]
used three different pH values in the donor phase: 1.5, 3.30 and 4.8. The best 
results were obtained with the undissociated acid at pH 1.5, which has the
highest solubility in the membrane phase. The acid solubility plays an impor-
tant role in membrane transport for this carrier transport as well.

Table 16 discusses some investigations that were made into the extraction
of penicillin G using emulsion liquid membranes.Also, a review of the recovery
of b-lactam antibiotics using new techniques is given by Ghosh et al [281].

Barenschee et al [280] recycled the cell containing cultivation medium
through a PTFE MF membrane module and removed the mycelium. The cell
free medium was extracted in a pilot plant Kühni column in counter-current
operation with the emulsion phase consisting of a liquid membrane (95%
kerosene, 7.5% Span, 1% LA-2) and an acceptor phase (40 mM phosphate
buffer, pH 8, and the enzyme Penicillin G-amidase). The penicillin G was 
enzymatically converted in the acceptor phase into 6-APA (6-amino penicil-
lanic acid) and PAA (phenyl acetic acid). Because of the zwitterionic character
of 6-APA, its re-extraction was not possible: it was enriched in this phase.
PAA returned to the donor phase. It was used as precursor for the synthesis of
penicillin G by P chrysogenum. The emulsion phase was continuously with-
drawn at the top of the column, broken by electro-coalescence, and 6-APA was
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Table 16 Investigations into penicillin extraction by emulsion liquid membranes

Donor phase Membrane phase Diluter Acceptor phase Reference

Citrate buffer Di-n-octylamine n-butylacetate NaOH soln, [277]
soln, pH 6 kerosene,

ECA4360J

Citrate buffer Amberlite LA-2 n-butyl acetate, Na2CO3 soln, [278]
soln, pH 5.3 ECA4360J pH 5.5

Citrate buffer Amberlite LA-2 Kerosene, kerosene; Na2CO3 soln [279]
soln BuAc dioctylamine,

ECA4360J, Span 80

Penicillium Amberlite LA-2 Paraffin, Span 80, Phosphate [280]
chrysogenum, kerosene buffer pH 8
cult medium



then recovered. The 6-APA was converted to ampicillin using D-phenylglycine
methylester and immobilised Penicillin G-amidase at pH 6 in a separate 
column. This process worked well with laboratory Penicillium chrysogenum
strains. However, the penicillin concentrations of high-producing industrial
strains were much higher.After enrichment of 6-APA in the acceptor phase, this
caused emulsion instability.

3.2
Solid Supported Liquid Membrane

Hollow fibre membranes can be used for the physical separation of medium
components. To make the chemical separation feasible, the pores of the solid
membrane are saturated with a liquid that is highly specific to the required 
selective extraction.

Some emulsion liquid membrane systems are not stable enough to use for
long operational periods. To improve their stability, they are combined with
solid membranes, in which case the solid membrane is saturated with the liquid
membrane. These systems are called “solid supported liquid membranes”.

These membranes are used without a carrier [282–284] to separate alcohols.
Butanol is extracted by a combination of Celgard 2500 microporous polypropy-
lene membrane flat sheet membrane soaked with oleyl alcohol, tri-cresyl phos-
phate or butyl-phthalate, all of which are biocompatible. The recovery of
butanol from the supported membrane is performed by pervaporation [282].
This system is suitable for in situ extraction during cultivation in order to avoid
product inhibition. Butanol/isopropanol have been produced in a continuous
process involving immobilised Clostridium isopropylicum, and these products
have been extracted by a Celgard 2500 membrane soaked in oleyl alcohol.
Recovery of butanol and isopropanol was performed by pervaporation. Using
this technique, the butanol concentration was increased by a factor of fifty
[283]. Ethanol has been produced by Saccharomyces bayanus in a semi-con-
tinuous process [284]. Using an iso-tri-decanol-prepared Teflon sheet, the
ethanol was extracted in situ from the cultivation medium and recovered by
pervaporation. The volumetric productivity was increased by a factor of 2.5.

When applying this technique to extract organic acids and antibiotics, the
solid membrane is soaked in the extractants, which are dissolved in diluents,
and the donor and acceptor phases are liquids. The chemistry of the separation
is similar to that for emulsion liquid membranes. In Table 17 some examples of
the extraction of organic acids and penicillin by solid supported liquid mem-
branes are shown. Note that with dansylated amino acid, in which the amino
group is blocked by derivatisation, extraction efficiencies <90% and 
enrichment factors of 100–1000 were obtained [294].

Similar relationships should exist for extraction with solid supported liquid
membranes to those for emulsion liquid membranes. However, an additive
mass transfer resistance of the hollow-fibre membrane must also be taken into
account. In addition, the specific interfacial areas for the donor and acceptor
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Table 17 Examples of the extraction of organic acids and penicillin by solid supported 
liquid membranes

Acid Membrane Organic  Donor Acceptor Reference
membrane phase phase phase

Acetic Polypropylene MIBK Aqueous Water [285]

Lactic Polypropylene Polyorganic- 0.1 M 0.1 M [286]
ethyl- siloxane NaoH NaOH
ester (quaternary 

ammonium salt)

Lactic Polypropylene Aliquat 336/ pH 6.3 NaCl soln [287]
Shellsol A

Succinic Cellulose MIBK/butanol Aqueous Water [288]
acetate

Acetic Reg cellulose, MIBK/xylene Aqueous Water, [289]
Polypropylene 2% NaOH

Pro- Polypropylene TOPO/n-decane, Aqueous NaOH [290]
pionic TOPO/kerosene soln

Acetic, Polysulfone, Alamine 304/ Aqueous, NaOH [291]
Pro- Polypropylene, decane, Cultiv. soln
pionic Polyethylene Adogen 283/ medium

decane,
Amberlite LA-2/
decane,TOPO/
kerosene

Formic, Teflon, PTFE TOPO/kerosene Aqueous NaOH  [292]
Acetic, pH<pKa soln
Propionic,
n-Butyric

Lactic, PVDF TOA/xylene Aqueous Na2CO3 [293]
Citric soln

Citric Polypro- TOA/MIBK Aqueous NaOH [294]
pylene soln

Citric PVDF Alamine 336/ Aqueous Na2CO3 [295]
xylene soln

L-valine Polypro- Aliquate 336/ Cult  NaCl [296]
pylene, decanol medium, pH 1.65
PTFE pH 12

Dansylated PTFE Di-n-hexylether Aqueous Buffer [297]
Val, Phe, Trp, pH 3.0 pH 10
Met, Thr, Ser,
Glu, Asp,
Arg, Lys



phases are much smaller than those for an emulsion liquid membrane, so the
extraction process is much slower.

3.3
Extraction with Reversed Micelles

Reversed micelles are formed by surfactants in organic solvents. The polar
groups (heads) of the surfactant molecules are directed towards the interior 
of the spherical aggregate, forming a polar core, and the aliphatic chains are 
directed towards the organic solvent. This is the reverse of the scenario for 
normal micelles in water (Fig. 3) [302].
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Table 17 (continued)

Acid Membrane Organic  Donor Acceptor Reference
membrane phase phase phase

Phenylalanine, PTFE Aliquate 336/ Aqueous KCl soln [298]
Tyrosine toluene pH 11

Penicillin G Polypro- Amberlite LA-2/ Aqueous Buffer [299, 300]
pylene decanol pH 6 pH 7.5

Penicillin G Teflon Tetrabutyl-ammo- Aqueous Buffer [301]
nium-hydrogen pH 6.5
sulfate/n-decanol pH 6.5

PVDF (polyvinylidene difluoride), PTFE (polytetrafluoroethylene).

Fig. 3 Schematic picture of reversed micelle with four solubilisation environments in a two
phase system at equilibrium [302]



Reversed micelles are mainly used for dissolving proteins in organic solvents
[303]. The physical basis of the extraction of amino acids using reversed micel-
les, using model systems, has been investigated by Leodidis and Hatton [302,
304–306]. They used Aerosol-OT (bis(2-ehthyhexyl)sodium sulfo-succinate)
(AOT) as surfactant in isooctane, as well as dodecyl-tri-methyl-ammonium
chloride (DTAC) as surfactant in heptane/hexanol, and brought these organic
phases into contact with a solution of amino acid in phosphate buffer (pH 6–
6.5). After shaking these phases and the subsequent phase separation, the 
upper organic phase contained most of the amino acid, in reversed micellar 
solution.

Amino acids are essentially insoluble in organic solvents because of their
zwitterionic nature. This means that amino acids that are dissolved in a revers-
ed micellar solution are actually associated with the aggregates and are not 
dissolved in the solvent. Since they are zwitterions at neutral pH, they expected
to have minimal interaction with the double layer formed inside the water
pools of the reversed micelles. Amino acids associated with the surfactant 
interface are expected to reside close to the charged surfactant heads, with their
hydrophobic tails mostly embedded in the surfactant sheath. The side chains
of amino acids can be polar, non-polar, charged, bulky, short, or long. Any 
differences in interfacial behaviour can definitely be ascribed to different side
chains, since the zwitterionic group is common to all molecules [302].

Leodidis et al [302, 304] evaluated the partition coefficients of amino acids
between the aqueous and organic phases. They also considered the physico-
chemical basis of this phenomenon and found that the free energy transfer of
a large number of amino acids from water to the surfactant interfaces of AOT/
isooctane and DTAC/heptane/hexanol W/O microemulsions correlate well with
the existing hydrophobicity scales. For amino acids, it is possible to calculate
the partition coefficients (Pc

s) between water and the surfactant interface of
AOT and DTAC-reversed micelles using simple phase-equilibrium experi-
ments:

55.5Va,in Ca,in – Ca,f
Ps

c = 002 �06� (35)
Ns,tot (1 + RC)          Ca,f

where Va,in is the initial volume of the aqueous phase before the contact, Ns,tot
the total number of moles of the surfactant, RC the ratio of moles of alcohol 
(octanol, heptanol) to the moles of surfactant (AOT, DTAC) in the reversed 
micellar interface, Ca,in and Ca,f are the molar concentrations of the solute
(amino acid) in aqueous phase before the phases are placed in contact (in) and
for the final aqueous phase (f) [304].

In Table 18 some interfacial partition coefficients are compared. The
partition coefficients depend strongly on the electrolyte concentration and
type present in the system and on the interface curvature [305]. The solutes act
as co-surfactants and expand the droplet interface and allow significant water
uptake by the W/O microemulsion phase [306]. Arginine and tyrosine could
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also be separated by reversed micelle extraction, based on their different
isoelectric points [307]. Hydrophilic amino acids are mainly solubilised in the
water pool while hydrophobic amino acids are mainly incorporated into the 
interfacial region [308].

Cardoso et al [309–312] investigated amino acid partitioning in cationic 
reversed micelles.According to these authors, the solubilisation of amino acids
is accomplished by an ion-exchange process between the amino acid and the
surfactant counter ion. The assumed mechanism neglects the contribution of
the structure of the reversed micellar interface to the solubilisation step. Based
on this mechanism, a simple model was developed in order to be able to pre-
dict equilibrium concentrations for extractions of amino acids at different 
operating conditions. This model was applied to the solubilisations of amino
acids with different structures, including aspartic acid (hydrophilic), phenyl-
alanine (slightly hydrophobic), and tryptophan (a hydrophobic amino acid).
Finally, the effect of the reversed micellar structure on the amino acid solubil-
isation was evaluated by modifying the reversed micellar structure.

An aqueous amino acid solution was brought into contact with an n-heptane
solution containing TOMAC (tri-octyl ammonium chloride) as surfactant and
hexanol as co-surfactant. The desired pH and the ionic strength of the aqueous
solution were adjusted using KOH solution and by adding KCl, respectively.
Equal volumes of aqueous and organic phases were shaken and emulsified, and
after phase separation the phase volumes were measured. Transfer of water
from the aqueous phase into the organic phase was observed and the amount
of water was determined. The electrical conductivity of the organic phase 
indicated that the organic phase was a reversed micellar system. However, the
solubilisation of the hydrophobic amino acids cannot be described by a simple
ion exchange model. The hydrophobic contribution was evaluated by the de-
termination of the interfacial partition coefficient and was taken into account
in the model [309]. The influence of pH, initial amino acid concentration in the
aqueous phase, surfactant and co-surfactant concentrations, and ionic strength
on the solubilisation were determined [310]. The extraction and re-extraction
of phenylalanine by cationic reversed micelles in hollow fibre contactors were
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Table 18 Interfacial partition coefficients for some amino acids [304]

Compound Pc
s (water Æ AOT)

Valine 4.6
Leucine 26.1
Isdoleucine 17.0
Proline 2.2
Phenylglycine 16.8
Tyrosine 9.0
Tryptophan 238.1
Methionine 19.2



investigated and mathematically modelled. Simultaneous extraction/stripping
of phenylalanine was performed using two hollow fibre modules in series [311].
The kinetics of the extraction and re-extraction of phenylalanine was evaluated
using a diffusion cell. The extraction was carried out with 0.1 M KCl, and the
re-extraction with 2 M KCl [312].

Hu and Gulari [313] investigated the extraction of the antibiotics neomycin
and gentamycin by means of a reversed micelle system of sodium di-2-ethyl-
hexyl phosphate surfactant and tributyl phosphate co-surfactant in isooctane
solvent. The pH of the aqueous phase was adjusted to 8.After emulsion forma-
tion, phase separation was carried out by centrifugation. The reversed micelle
phase was formed in the upper phase. The re-extraction was carried out with
an aqueous solution of CaCl2.

3.4
Reactive Extraction with the Formation of a Third Phase with an Enriched
Solute-Extractant Complex at the Aqueous-Organic Interface

During reactive extraction the formation of a third phase at the aqueous-
organic interface at high loading and in apolar diluents is suppressed by the 
addition of polar organic solvents (modifiers) to the system. Hartl and Marr
[314, 315] recommend that the formation of this third phase, which contains
the enriched solute-extractant complex, should be encouraged by selection of
suitable extractor and diluent system. The third phase formation depends on
the type of extractant and solute (Table 19), their concentrations, and the pH
and ion strength in the aqueous phase. With decreasing pH the separation
efficiency increases. Optimum efficiency was observed at pH 2. However, at this
pH the co-extraction of acid was too high. Therefore, pH 2.5 seems to be opti-
mal. The advantage of this method is the enrichment of the complex concen-
tration in the third phase; disadvantages include the low degree of extraction
and the technically difficult separation of the three phases [315].
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Table 19 Third phase formation with 50 vol% extractant in ShellsolT. The acid concen-
tration in the aqueous feed was 2 M (+: third phase formation; –: no third phase was formed;
NI: not investigated). The HCl used to adjust the pH value was extracted as well [314]

Extractant\Acid Formic Acetic Propionic Lactic HCl

Tri-butylamine NI NI NI – –
Tri-hexylamine + + + + +
Tri-n-octylamine + + + + +
Tri-2-ethylhexylamine + – – – +
Tri-iso-octylamine + + – + +
Tri-n-octyl/decylamine + – – + +
Di-dodecyl/tridecylamine + – – + –
Di-iso-tridecylamine – – – + –



4
Comparison of the Extraction Techniques

Several investigations have been published into the efficiency of the recovery
of ethanol [5, 13, 26, 316] and butanol [44, 46] using solvent extraction. Ac-
cording to these investigations, the in situ solvent extractions of these alcohols
are technically feasible and profitable. The production and recovery of penicil-
lin G by solvent extraction has been considered by A.G. McKee & Co. [317, 318].
This process is used in various forms in industry.As already pointed out, acetic
acid is recovered in industry by an extraction-fractionated distillation process
[59]. No studies into the economy of reactive extraction processes, not even 
for citric acid, which was protected by patents [105–107], are known of. It is 
unknown whether this process was used industrially.

The aqueous two phase system is mainly used for polymer recovery. Some
investigations have dealt with the extractive bioconversion of polymers (starch,
cellulose,casein) to monomers. In these systems, the biocatalysts are immobilised
in one of the phases and the low molecular product is extracted in situ into the
other phase [237].This is not well suited for the selective extraction of low molec-
ular metabolites, so it will not be compared with the other extraction techniques.

We do not have enough information on the extraction of primary and secon-
dary metabolites with reversed micelles to compare it with the other extraction
processes.

A qualitative comparison of the other extraction techniques has been pub-
lished by Hartl and Marr [315]. They considered reactive extraction (RE), emul-
sion liquid membrane extraction (LME), reactive extraction with the formation
of a third phase (TPE), and a special version of high pressure extraction (HPE)
used to recover some carboxylic acids. Solid supported liquid membrane extrac-
tion (SLME) has similar properties to emulsion liquid membrane extraction,
but it is a much slower process. Table 20 compares these processes.
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Table 20 Recoveries of some carboxylic acids with various extraction techniques (processes
in deceasing efficiency: +++, ++, +, –)

RE LME SLME TPE HPE

Concentration range Intermediate Low Low High Low
Separation +++ +++ +++ – +
Enrichment ++ ++ ++ +++ +++
Selectivity ++ + + +++ +++
Co-extraction of water + – – ++ +++
Solubility of Ex in water ++ +++ +++ – +
Phase separation ++ ++ NPS – +++
Re-extraction enrichment +++ + + ++ ++
Economy +++ +++ ++ + –

NPS: No phase separation is necessary.



The HPE technique is a combination of reactive extraction and high pres-
sure extraction. The acids are dissolved in a mixture of 4–5% extractant
Amberlite LA-2 in supercritical CO2 at 25 °C and 130 bar. 95–100% extraction
yields were obtained in a continuous extraction column with acetic and lactic
acids [315].

These extraction techniques are suitable for the recovery of organic acids,
but their efficiency depends on the type of acid (Table 21).

RE, LME, SLME and HPE techniques are especially suitable for acid recovery
at low acid concentrations. Additional enrichment is obtained during the re-
extraction. LME is not suitable for product recovery at high acid concentra-
tions, because of the limited capacity of the acceptor phase and because, at high
product concentrations in the acceptor phase, the emulsion becomes instable
due to the strong osmosis. The upper limit for mono-carboxylic acids is about
200 M. As the number of carboxylic groups increases, this limit drops. To re-
cover the product, the emulsion must be broken (by electro-coalescence, say),
which increases the separation costs. SLME is less sensitive for high product
concentrations. The product recovery is easier than with LME. However, the
rate of the extraction process is much lower, so the extraction process needs
more time. Because of the low solubilities of the acids in supercritical CO2, the
HPE method can only deal with low product concentrations. TPE is only 
effective at high solute concentrations. The separation of the phases is the crit-
ical point of this process. On the other hand, at high solute concentrations a
third phase can form during the RE process. Addition of a modifier is neces-
sary. However, this increases the carrier losses due to the enhanced solubility
of the carrier in the aqueous phase. RE is suitable for product recovery under
varied operational conditions, which has been proved using complex culti-
vation media in different kinds of extraction equipment, including various
types of extraction columns and centrifugal extractors, as well as a counter 
current extraction decanter on the pilot plant scale [76].
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Table 21 Suitabilities of the extraction techniques for various acids based on the obtained
degree of recovery, enrichment and selectivity of the extraction (in decreasing suitability:
+++, ++, +, –)

RE LME SLME TPE HPE

Formic acid +++ +++ +++ ++ +
Acetic acid +++ +++ +++ + +++
Propionic acid +++ +++ +++ – +++
Lactic acid +++ +++ +++ ++ +++
Malic acid ++ ++ ++ ++ –
Citric acid +++ + + +++ –
Gluconic acid + – – – –
Pyruvic acid +++ +++ +++ +++ +
L-leucine + ++ ++ + –
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Abstract Developments in production technology have frequently resulted in the concen-
trated local accumulation of highly organic-laden wastewaters.Anaerobic wastewater treat-
ment, in industrial applications, constitutes an advanced method of synthesis by which 
inexpensive substrates are converted into valuable disproportionate products. A critical 
discussion of certain fundamental principles of biochemical reaction engineering relevant
to the anaerobic mode of operation is made here,with special emphasis on the roles of thermo-
dynamics, kinetics, mass and heat transfer, reactor design, biomass retention and recycling.
The applications of the anaerobic processes are discussed, introducing the principles of an
upflow anaerobic sludge bed reactor and a fixed-bed loop reactor. The merits of staging 
reactor systems are presented using selected examples based on two decades of research in
the field of anaerobic fermentation and wastewater treatment at the Forschungszentrum
Julich (Julich Research Center, Germany). Wastewater treatment is an industrial process 
associated with one of the largest levels of mass throughput known, and for this reason it
provides a major impetus to further developments in bioprocess technology in general.
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1
Introduction

In aerobic fermentation (for instance yeast production or isolation of single-
cell bacterial protein), the production of biomass is usually the most important
single factor.Although a high degree of substrate conversion is the primary aim
in aerobic wastewater treatment (the activated sludge process), large amounts
of biomass are simultaneously formed because of the aerobic nature of the 
phenomenon. The fundamental advantage of the aerobic treatment is that 
oxidative degradation of the carbon substances provides the energy required
for propagation of the microorganisms that act as the biocatalyst. From the
standpoint of achieving a high space-time yield, the limiting factor is often the
supply of oxygen, a gas that is only slightly water-soluble.

In anaerobic fermentation, it is the formation of product that usually oc-
cupies the spotlight (generation of methane or of alcohols, ketones and organic
acids). In this case, it is the energy that is usually limiting, resulting in relatively
limited growth of the catalytic microorganisms compared to the aerobic case.
Since the microorganisms serve as both reaction product and catalyst, it is 
advantageous to maintain a high catalyst concentration under an anaerobic
regime as well. The fact that energy is rarely a limiting factor in the case of alter-
native aerobic fermentation must be paid for with considerable energy expen-
diture in the course of providing the oxygen supply. The energy limitation
associated with anaerobic fermentation is a function of the formation of energy-
rich products.

In analyzing the microbial formation of methane, two important aspects
stand out: the fact that methane is derived from waste materials, and its ap-
plicability in the treatment of industrial wastewater. The anaerobic treatment
of industrial wastewater has become increasingly important in recent years 
as a result of environmental-protection legislation, increased energy costs and
problems with the disposal of excess sludge formed in aerobic treatment
processes. Efforts are now being made to remove organic contaminants as far
as possible without external resources of energy, taking advantage of the bio-
gas produced, where the desired level of purification is ultimately achieved with
the aid of a subsequent aerobic biological-clarification step. Actual research
fields on anaerobic wastewater treatment consist of:

– New developments concerning integrated anaerobic-aerobic treatment sys-
tems.

– Development of staged reactor systems, and membrane applications.
– Treatment of low strength wastewater at lower temperatures.
– Treatment of recalcitrant and aromatic compounds.
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2
Basic Principles

Developments in production technology have frequently resulted in the 
concentrated local accumulation of highly organic-laden wastewaters, a factor
that it is therefore important to take into account with respect to the disposal
technology. With conventional aerobic wastewater treatment (the activated-
sludge process), the greater the organic load, the more problematic the process,
since the required level of oxygen transfer rapidly approaches limits that are
both technically and economically unattainable in practice.

The fundamental advantages of anaerobic wastewater treatment are:

1. Energy-intensive oxygen transfer is avoided.
2. The energy content of the resulting biogas can be put to further use.
3. Very little excess sludge is formed, while at the same time up to 95% of the

organic contamination is converted into a combustible gas (Fig. 1), cons-
tituting a case of true disposal.
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4. Heavy metals are not subjected to oxidative mobilization, but rather to
reductive precipitation (as heavy-metal sulfides), facilitating their orderly
disposal rather than wider dispersal.

5. Aerosol formation accompanying oxygen transfer is avoided.
6. Space-time yields (bioreactor performances) reach a level fundamentally

unattainable in the activated-sludge process because of the limitations im-
posed by oxygen transfer.

7. Anaerobic biomass can be preserved without feed for long periods of time
without any significant deterioration in its properties.

To acquire a beyond-empirical understanding of anaerobic wastewater treat-
ment forces, one has to examine the interactions between the various micro-
organisms in a food chain more closely. The basic scheme is depicted in Fig. 2.
In simplified terms, at least three groups of microorganisms are involved in the
degradation of complex organic molecules. To begin with, biopolymers that
cannot be directly utilized by the anaerobic organisms are first hydrolytically
degraded to soluble monomers (amino acids, sugars and fatty acids). Acido-
genic bacteria that form short chain fatty acids and alcohols ferment the latter.
This is followed by acetic acid formation, with the simultaneous generation of
hydrogen and carbon dioxide, a step referred to as acetogenesis. It is at this
point that methane formation can commence. Indeed, tracer experiments have
shown that ~70% of the methane produced in the overall process comes from
the degradation of acetic acid [1], while the remainder arises from the reaction
of hydrogen with carbon dioxide. The complete degradation chain is in reality
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much more complicated, and requires balanced cooperation between the
various microorganisms present, ensuring that there will be neither a shortage
nor an accumulation of intermediates.

The central problem from a reaction-engineering point of view is finding a
way to achieve high space-time yields. The more complex the substrate mixture
from a chemical structure and particle size standpoint, the more difficult it 
becomes to meet this challenge. Furthermore, the growth of anaerobic micro-
organisms is a function of numerous factors, including residence time, tem-
perature, redox potential, pH, and nutrient composition. Since the generation
time for the microorganisms involved is comparatively long, the residence time
of the catalyst must be uncoupled from the residence time of the substrate if
one hopes to increase the space-time yield. To this end, various approaches are
available for the retention and recycling of the catalytic biomass.

From a thermodynamic perspective, hydrogen is an particularly important
“intermediate”. If hydrogen utilization is not sufficiently effective, then the
equilibrium position of the preceding steps is influenced in an unfavorable way.

Finally, the kinetics of the most important individual steps (Fig. 2) are so far
quite inadequately understood. This is in part because of the complexity of the
substrate mixture usually encountered in practice, but also because collecting
reliable kinetic data is a very time consuming process, and possible only in the
case of continuous cultivation.

3
Thermodynamics

As shown in Fig. 2, the anaerobic degradation of organic matter proceeds 
via a series of intermediate steps. In terms of both thermodynamics and
kinetics, further degradation may be severely limited if intermediates are 
allowed to accumulate. The concentration of hydrogen takes on a regulative role
by influencing the distribution of metabolic products formed by the fermen-
tative bacteria [2–5]. This point is emphasized in Fig. 3 and reinforced
by the equations in Scheme 1, involving the products of acidogenesis (acetic
acid, propionic acid, and butyric acid) and the hydrogen produced from 
them.

While the decomposition of acetic acid is independent of the partial 
pressure of hydrogen, the degradation of propionic acid and butyric acid 
would be inhibited by a high partial pressure of hydrogen.At the same time, an
adequate hydrogen partial pressure is necessary for the formation of methane
from hydrogen and CO2. This results in a narrow “thermodynamic window”
within which the decisive reactions are able to proceed simultaneously 
(Fig. 4). Consequently, there must be a close relation between microorgan-
isms that form hydrogen and those that instead utilize it (interspecies 
hydrogen transfer). Hydrogen transfer presupposes a spatial proximity on 
the part of the relevant microorganisms. In fact, if the population density 
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is inadequate, vigorous stirring can actually interfere with this synergistic 
effect.

Figure 4 shows that propionic acid is poorly degradable in the presence of
even a low partial pressure of hydrogen. If hydrogen utilization in a mixture
culture is not sufficiently high, accumulation is observed, especially of pro-
pionic acid (and the wastewater reactor “turns acidic”). Since the activity 
of methanogenic microorganisms decreases significantly pH<5, a vicious 
circle is therefore likely to result.

However, the relationships are much more complex than this, because it is
not only the propionic acid already present that may serve as an input to aceto-

54 A. Aivasidis · V. I. Diamantis

Fig. 3 Methane formation from acetic acid and the combination of hydrogen and carbon
dioxide: the influence of hydrogen on propionic acid degradation

Scheme 1 Acidogenesis products and methane formation
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Fig. 4 “Thermodynamic window” for simultaneous methane formation from propionic
acid, butyric acid, and H2/CO as a function of hydrogen partial pressure

Scheme 2 Fermentative conversions of carbohydrates in the presence of hydrogen

genesis, but also additional propionic acid derived from prior steps in the 
context of acidogenesis. The equations in Scheme 2 show that fermentative con-
version of carbohydrates in the presence of hydrogen is directed mainly toward
propionic acid, because this step links to the greatest change in the free energy
(DGR

o=–358.1 kJ/mol).



4
Kinetics

In practice, only continuously operated systems can be used for kinetics mea-
surements, because batch-reactor experiments (shaken cultures) provide 
results that are poorly reproducible. This is due to the fact that in a batch 
experiment the reaction conditions change constantly over the course of the
test period, resulting in the appearance and disappearance of various limita-
tions. In a chemostatic operating mode the reactor is maintained at a steady
state with respect to outlet conditions. The influence of various parameters can
therefore be studied by varying either the residence time or the substrate com-
position. The basic procedure for collecting kinetic data can be illustrated by
using the anaerobic degradation of acetic acid with a pure culture of Methano-
sarcina barkeri as an example. This example is also of practical importance,
because most biogas comes from the degradation of acetic acid, and this reac-
tion is regarded as the limiting step.

In studying the growth of M. barkeri (DSM 804), acetic acid was used as 
the sole source of carbon, with a defined mineral growth medium [6, 7]. An 
elemental analysis [%(m/m)] of Methanosarcina barkeri growing on this me-
dium revealed carbon (46.85%), nitrogen (12.16%), hydrogen (6.69%), sulfur
(1.05%), and phosphorus (0.91%). Since optimal growth of this particular 
microorganism is possible only over a very narrow pH range, the pH needs to
be held constant. On the other hand, a pH shift should be expected during the
conversion process [8].

A schematic representation of the experimental arrangement used in this
study is shown in Fig. 5. The stirred-tank reactor was equipped with pH 
measuring and control devices, a redox indicator, two coordinated pumps for
substrate dosing and product withdrawal, thermostatic control, a thermal
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Fig. 5 Schematic representation of the experimental setup for obtaining kinetic data on the
anaerobic degradation of acetic acid by M. barkeri



mass-flow meter (1), and a gas analyzer (2) for methane and carbon dioxide
analysis. Substrate flow was determined with the aid of balance.

To establish a set of model parameters it was necessary to simultaneously
solve the substrate and the biomass balances for a stationary state in a contin-
uous stirred-tank reactor without biomass retention:

The mass balance for the substrate (where S=substrate concentration; X=cell
dry-mass concentration; t=mean residence time) is given by:

1                   mmax S
0 = 3 (S0 – S) + 8 · 0 · X (1)   

t Ymax Ks + S

The mass balance for the biomass is given by:

1                   S
0 = – 3 · X + mmax · 0 · X (2)   

t Ks + S

The model parameters (acetate degradation by M. barkeri) are:

mmax is the maximum growth rate (0.528 d–1)
Ymax is the maximum growth-yield coefficient (2.104 g mol–1)
KS is the Michaelis-Menten constant (0.0067 mol L–1)

The reaction conditions for continuous measurement are:

So is the initial substrate concentration (0.3; 0.6; 0.9 mol L–1 acetic acid)
pH = 6.3
T = 37 °C

This leads to the following equations for the two variables X and S, obtained 
by solving Eqs. 1 and 2 for the biomass concentration X and the substrate con-
centration S respectively:

(S0 – S)
X = f (t) = 009 (3)   

mmax S
t · �8 · 0�Ymax Ks + S

KSS = f (t) = 07 (4)   
mmax · t – 1

The specific substrate consumption rate r(S) is coupled to the substrate con-
centration S by the Monod kinetics (rmax=maximum specific substrate con-
sumption rate):

S
r (S) = rmax · 0 (5)   

Ks + S

The classical way of evaluating such kinetics is represented by methods that
convert the non-linear kinetics into a straight line (easy to interpret graphi-
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cally) by means of linear transformations. The best-known approach is the
double reciprocal Lineweaver-Burke plot:

1        Ks 1        1
7 = 73 + 7 (6)   
r (S)     rmax S rmax

However, due to distortions, these transformations do not lead to statistically
perfect statements [9]. The Lineweaver-Burke method is indeed the poorest 
of the linear transformations. For this reason, methods of non-linear optim-
ization, such as the Rosenbrock method used below [10], are applied 
almost exclusively today. Figure 6 shows the substrate consumption kinetics
calculated according to both methods with the following values: rmax=
0.0125 mol g–1 h–1 and KS=0.0067 mol L–1. It can be seen that, with linear plot-
ting, the small substrate concentrations have an inappropriately large influence
on the result.

Up to this point, it was possible to evaluate the data without any statement
about the nature of the coupling between microbial growth and substrate
consumption. If the maintenance metabolism is taken into consideration, the
substrate consumption rate results from the growth of the biomass and its
maintenance metabolism:

m m
r (S) = 8 = 8 + m (7)   

YX/DS Ymax

where m is the maintenance metabolism coefficient, m is the growth rate, and
YX/DS is the yield coefficient (selectivity for incorporation of substrate in bio-
mass).

Non-linear optimization of Eq. 7, 8

m
YX/DS = Ymax 00 (8)   

m + Ymax · m

results in the parameters Ymax=2.104 g mol–1 and m=0.0022 mol g–1 h–1 (Fig. 7).
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Fig. 6 Kinetics of substrate consumption



The growth rate can then be calculated according to:

Sm = rmaxYmax 0 – mYmax (9)   
S + Ks

or more briefly according to (Fig. 7, left)

Sm = m*max 0 – b (10)   
S + Ks

where m*max is the true specific growth rate, and b is the specific maintenance
metabolism rate.

The measurable growth represents the growth converted into biomass; the
concept of true growth is a fictive growth including the maintenance meta-
bolism [11]. The following values result for the parameters m*max=rmax ·Ymax=
0.0263 h–1, KS=0.0067 mol L–1, and b=m ·Ymax=0.0046 h–1.

The minimum substrate concentration that just covers the requirements for
maintenance metabolism can be calculated from Eq. 9 by setting m=0:

mSmin = 04 KS = 0.0014 mol L–1 (11)   rmax – m

5
Mass and Heat Transfer

The anaerobic treatment of wastewater occurs essentially without any heat of
reaction, which means that heat-exchanging surfaces are unnecessary. Never-
theless, since a bioreactor operates above ambient temperature, insulation of
the outer walls is advisable. In fact, simply warming the substrate up to reac-
tion temperature meets the primary heat requirement. To some extent it is pos-
sible to utilize the heat capacity of the effluent flow for heating purposes. Heat
losses can be compensated for without difficulty by combustion energy derived
from the biogas produced. Therefore, operation of an anaerobic wastewater-
treatment plant is at least self-sustaining from an energy standpoint.
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Fig. 7 Growth kinetics



Since no gaseous substrate (oxygen) is required, problems related to creating
a large surface for material exchange are avoided. However, it is necessary that
provision be made for the rapid removal of gaseous reaction products to ensure
that as little of the “catalyst surface” as possible is blocked by gas bubbles. As 
a result of the residence times involved and the difference in densities between
the emerging biogas and the liquid phase (which provides a stirring effect),
mechanical stirring aimed at mixing the liquid phase can be more or less dis-
pensed with. When mechanical stirrers are used, their primary purpose is to
ensure homogeneous distribution of the catalyst or the suspension of solids.

6
Biomass Retention/Recycling

Achieving high performance in a reactor is not simply a function of the bio-
mass activity. Because of the autocatalytic factor, the biomass concentration is
important as well. The biomass concentration cannot be adjusted independent-
ly of the wastewater residence time in the bioreactor. Given the long generation
time of anaerobic microorganisms, important components of the mixed pop-
ulation are always lost along with the partially treated water even at a residence
time of several days if no precautions are taken with respect to biomass reten-
tion or external separation and return. In general, this requires increasing the
particle size and/or the density difference relative to the liquid phase.

The most important methods for decoupling the residence times for liquid
substrate and biomass in anaerobic wastewater treatment via internal retention
are illustrated in Fig. 8.

A selection in favor of either flocculating or granule-forming microorgan-
isms that sediment easily in a bioreactor is still accomplished in most cases 
by empirical optimization of the reaction conditions. Factors that influence the
formation and maintenance of anaerobic granules include the liquid upflow 
velocity and hydraulic retention time, the characteristics of the substrate, the
characteristics of seed sludge, the addition of polymers and cations (Ca2+, Mg2+,
Fe2+, Fe3+,Al3+), reactor temperature, and pH [12–14]. This principle of biomass
retention is the basis for the Upflow Anaerobic Sludge Bed (UASB) reactor and
the Expanded Granular Sludge Bed (EGSB) reactor [15–26].

Free biomass or pelletized biomass can be separated with the help of filtra-
tion techniques, depending on the pore size of the filter, although such filters
easily become clogged [27–30]. Moreover, activity losses must be anticipated
due to the mechanical shear stress involved in recirculating a microbial sus-
pension.

One way to achieve an increase in the particle size, with a corresponding 
improvement in the separability of the liquid face, is to immobilize the biomass
on a carrier material [31–41]. Evidence for the potential of this approach 
to microbial retention is available from nature, because most microorgan-
isms in the environment are present in a fixed state. Nevertheless, adsorption
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presents the risk that the biomass might become detached as a consequence 
of shear forces.

The colonization of macroporous carriers with high surface areas lowers the
risk of biomass detachment, while at the same time it substantially increases
the amount of biomass that can be accumulated per unit volume [8, 42–48].
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Fig. 8 Schematic representation of various approaches to biomass retention: a Flocculation-
pelletization; b Filtration; c Immobilization through adsorption; d Immobilization through
covalent bonding; e Immobilization through colonization on a macroporous carrier



Proper adjustment of the pore size of the carrier material permits the flow to
partially penetrate the interior of the particles without also detaching the 
biomass. This has the further advantage that it facilitates the rapid removal of
biogas as it is formed.A summary of common reactor configurations based on
immobilized microorganisms is provided in Fig. 9.

In the case of external biomass recycling, sedimentation is achieved either
by flocculation induced by chemical additives, or by increasing the separation
area with the help of lamella separators. This technique is also known as the
anaerobic contact process [49, 50]. It is also possible to increase the density dif-
ference by flotation [51], or to increase the gravitational field by centrifugation.
The principles of external biomass recycling are illustrated schematically 
in Fig. 10.

6.1
Upflow Anaerobic Sludge Bed reactors

The UASB process has been successfully applied to a large variety of industrial
effluents, originating mainly from the agro-food industry, beverage industry,
alcohol distilleries, pulp and paper industry, and the chemical industry.

A simplified flow diagram of the UASB process is presented in Fig. 11.Waste-
water flows vertically through the system starting at the bottom. Microbial
granules sediment on the reactor floor, forming a sludge bed. Enrichment of the
biomass in the reactor is made possible by a three-phase separation system, es-
pecially designed to retain sludge flocs and granules and to separate and release
the biogas from the system.Apart from granular sludge, a considerable amount
of flocculated sludge is formed as well, which in turn constitutes a basis for the
formation of new pellets.
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Fig. 9 Reactors for the immobilization of microorganisms in anaerobic wastewater treat-
ment: a Fixed-bed reactor; b Fixed-bed loop reactor; c Fixed film reactor; d Fluidized 
bed reactor
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Fig. 10 Schematic representation of methods for biomass recycling in the anaerobic 
contact process: a Foam removal through flotation; b Separation by external chemical or
physical sedimentation

Fig. 11 Schematic representation of the upflow anaerobic sludge bed (UASB) process



A distributor on the floor of the reactor is used for uniform liquid feeding
and it must meet special design requirements [52]. In order to achieve an
optimal contact between sludge and wastewater, channeling of the wastewater
through the sludge-bed, the formation of dead corners in the reactor, and 
uneven distribution due to clogging of the inlet pipes should be avoided.

For partially and fully soluble wastewaters, the operational upflow velocity
in UASB reactors with granular sludge is approximately 1–3 m h–1, while velo-
cities <0.5 m h–1 are applied for flocculent types of sludge [52]. Operational 
results from pilot scale UASB reactors at upflow velocities between 0.01 and
0.65 m h–1 reveal that granulation is favored at higher velocities [53, 54].At even
higher superficial velocities (1.0–1.5 m h–1), the granules become more uniform
in relation to their settling velocity [55, 56].

Recirculation of partially purified wastewater to the UASB reactor is re-
quired only in the case of high COD concentrations in the wastewater in order
to avoid pronounced concentration gradients as a function of height. The
introduction of recycling can minimize the total operational costs in several
cases (savings in alkaline addition), due mainly to the efficient use of the inter-
nal buffering capacity [57, 58].

The height of the system is approximately 5–7 m for partially soluble waste-
waters, with COD exceeding 3 kg m–3, while for domestic sewage reactor heights
are 3–5 m [52]. This in turn generally also entails a considerable amount of
surface area. The EGSB reactor is a modification of the UASB reactor in which
a higher superficial velocity is applied (5–10 m h–1). Because of the higher 
upflow velocities, mainly granular sludge is retained in an EGSB system [59].
As a result, the contact between the wastewater and the sludge is higher com-
pared to UASB reactors, resulting in the maximum achievable loading rate.

Wastewater fed into a UASB reactor should be partially but not completely
acidified. In the latter case, when complete acidification of the wastewater oc-
curs, flotation and formation of a rather voluminous sludge has been reported
[60]. The hydraulic retention time in the acidification tank is between 4–12 h.
The corresponding degree of acidification (20–50%) is favorable, both for
carbohydrate-rich wastewater as well as for protein- and lipid-rich wastewater
[61]. The process chain is generally enhanced by a preceding pre-acidification
step that simultaneously ensures hydraulic equilibration. Special care should 
be given to ensuring that the acidifying biomass is separated prior entering the
UASB reactor compartment. Moreover, suspended solids, either poorly degrad-
able or non-degradable, should be prevented from the entering UASB reactors,
because an irreversible sharp drop in the specific methanogenic activity occurs,
while granule formation is influenced in a negative manner.

Of the large-scale wastewater treatment plants that were designed for an-
aerobic operation (1215 by 2001 [62]), more than 70% were conceived as UASB
and EGSB plants. This speaks well for the idea, but there are also disadvantages
to be considered. For example, the process of microbial pellet formation is 
still very empirical and it is neither applicable to all types of wastewater nor
uniformly reproducible. The formation of granular sludge may occasionally 
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require several months or even years, and sometimes it never takes place; more-
over, existing pellets may redissolve and be washed out of the system due to a
change in process conditions [60]. For this reason, pellet sludge is extracted
from existing plants for the purpose of “seeding” newly commissioned UASB
reactors, and material may be transported overseas to this end.

An examination of the utilization efficiency of the existing reactor volume
shows that only 25–30% of the space is actually devoted to bioconversion, while
the rest functions simply as a phase-separating device. The biosolids concen-
tration approaches 75–85 g L–1 in the granular sludge region, but the COD elimi-
nation capacity (at maximum space yield) approximates 6–14 kg COD m–3 d–1

as a result of hindered mass transport. The minimum realizable residence time
in a UASB reactor is 2–6 h. However, such short residence times are actually
achieved only with lightly contaminated wastewater (1–2 kg COD m–3). A re-
sidence time of 8–20 h is required for a moderately concentrated effluent (COD
3–20 kg m–3).

6.2
Fixed-Bed Loop Reactors

The principle underlying this type of reactor combines the advantages of fixed-
bed and fluidized-bed reactors, but avoids several of the disadvantages of both
(Fig. 12). Most of the liquid responsible for the upward flow in a fixed-bed loop
reactor [8, 42–49] leaves the fixed-bed and returns once again through an 
external loop, where it is mixed with fresh influent. Circulation is gradually 
increased until concentration gradients no longer play a role. Establishing the
correct rate of circulation requires that biomass accumulation in the inter-
granular volume also be taken into account. This in turn means that the void
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Fig. 12 Schematic illustration of a fixed-bed loop reactor



volume must be neither rinsed entirely free of biomass nor allowed to become
clogged. In this way it is possible to establish a very high biomass concen-
tration. Therefore, despite the low propagation rate of anaerobic microorgan-
isms, provision must be made for periodically washing out excess sludge by
briefly increasing the circulation rate. Simultaneously, small-suspended solid
particles not trapped in the course of physical pretreatment of the wastewater,
and which may have accumulated in the fixed-bed loop over time, are also
flushed out.

This particular anaerobic-reactor concept has become especially familiar in
the literature in conjunction with the use of macroporous carrier materials for
microbial immobilization with three-dimensional colonization (Fig. 13). The
technique itself results in an increase in particle size as well in the density
difference between the particles and the fluid, making it possible to decouple
the residence time for the biocatalyst and the fluid in the reactor without the
addition of chemicals (for instance for carrier fixation, flocculation, or flota-
tion) or supplementary energy (for example for filtration or centrifugation),
and without the need for constructing additional facilities (such as sedimenters
or lamellar separators).

Basic process-development work in this area was initiated in the 1980s at the
Forschungszentrum Julich (Julich Research Center, Germany), eventually lead-
ing to the establishment of the “Biogas High Performance Process” for treating
heavily organic-laden wastewaters. This process was successfully commercial-
ized over a period of several years by licensing it to various parties interested
in building treatment plants.

The first large-scale plant of this type was for a potato-starch factory, and it
took only ten months to build, with operation commencing in September 1987.
Figure 14 provides both a flow diagram and a photographic overview of the two-
stage facility. It incorporates a pre-acidification tank with a working volume of
1,000 m3. Four fixed-bed loop reactors (d; 300 m3 each) for methanization are
connected in parallel. These are filled with lava slag that serves as a porous 
carrier. The plant was designed for a hydraulic load of 2,000 m3 d–1, resulting
in a residence time of 14 h for the methanization reactor (second stage) at 
a loading rate per unit volume of 30 kg COD m–3 d–1. Operation under full 
hydraulic load leads to the anaerobic elimination of more than 20 tn of COD
per day. At a COD/BOD ratio of 1.7, this corresponds to about 200,000 popula-
tion equivalents. The process in turn generates ~12,000 m3 of biogas per day.
The exceptional efficiency of microbial colonization in conjunction with a
macroporous carrier is apparent from the fact that this plant was able to
operate at full capacity within six weeks. Seven large-scale plants of this type
are currently active. Apart from the one described above, similar plants have
been built for the pulp and paper industry, for baker’s yeast fermentation, and
for feed manufacture. In the latter application, peak values £106 kg COD m–3 d–1

have been achieved without difficulty in facilities with capacities of 20 and
170 m3 through the use of Siran Rasching rings with a projected space-time
yield of 35 kg COD m–3 d–1.
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Fig. 13 Scanning electron micrographs at various magnifications showing an open pored
sintered glass that has been formed into Rasching rings
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Fig. 14 Flow diagram a and photograph b of a two stage anaerobic wastewater treatment fa-
cility of the fixed-bed loop reactor type, used in the potato starch industry (COD load
35,000 kg/d). Key to diagram a: 1, Entrance tanks; 2,Acidification tank; 3, Operations center;
4, Methanization reactors; 5, Excess-sludge separation; 6, Gas purification; 7, Pumping
station; 8, Pipe framework; 9, Pipe bridge; 10, Gas flare

a

b



7
Comparison of Single-Stage and Two-Stage Process Operation

As a result of stepwise degradation involving various bacterial populations with
complex interactions linking fermentative acid formation with methano-
genesis, it has been suggested that these two individual steps have to be sepa-
rated in space by the use of a multistage reactor combination [63–65]. The most
widely applied variant is a two-stage mode of operation (Fig. 15), in which
acidogenic microorganisms are most active in the first stage and mainly
methanogenic microorganisms in the second [66–68]. The latter is usually 
implemented in the form of an upflow anaerobic sludge blanket or fixed-bed
reactor.

Today the trend in anaerobic treatment of highly contaminated wastewater
is clearly towards a two-stage process design [69]. The generation time of micro-
organisms in the first stage is clearly shorter than that in the second stage and
therefore, incorporation after the first stage of a sedimenter with partial bio-
mass return is sufficient to maintain stable conditions in the first stage. Never-
theless, in a large-scale operation it is extremely important to ensure effective
separation of pre-acidification biomass from the inlet of the second stage to pre-
vent solids loading either in the methanogenic stage or at the outlet of the plant
complex as a whole. The presence of acidified biomass in UASB reactors is 
often responsible for granular sludge floatation and process instability [60, 59].

Taking the anaerobic treatment of distillery residue as an example of deal-
ing with a complex, highly organic-laden effluent from the food industry, it
proved possible to define realistic limits for single-stage processing [70, 71].
A fixed-bed loop reactor like the one shown in Fig. 12 was used in this partic-
ular study.Very large fluctuations were observed in the fatty-acid spectrum in
the reactor effluent, as well as in the hydrogen content of the biogas, despite the
unchanging nature of the wastewater and an approximately constant residence
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Fig. 15 Schematic representation of a two stage anaerobic bioreactor with acidification fol-
lowed by methanization
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Fig. 16 Fluctuations in a fatty acids and b hydrogen concentrations in a single fixed-bed
loop reactor with a feed consisting of distillery residues

b

a



time. The observed propionic acid peaks clearly correlate with an increase in
the hydrogen concentration (Fig. 16).

In view of these unsatisfactory results (reactor instability and reduced effi-
ciency), a reactor configuration corresponding to that shown in Fig. 15 was in-
stalled, along with a fixed-bed loop reactor for methanization. Results for both
single-stage and two-stage processes in the anaerobic treatment of distillery
residues are presented in Fig. 17. For every space-load tested, the attainable
COD conversion was found to be greater in the case of the two-stage process
and the process stability was greatly improved as well.

8
Influence of Single-Stage and Two-Stage Methanization Cascade

Wastewaters from the production of sauerkraut and from ethanol distillation
were used to compare the two design variations in both single-stage and cascade
methanization. Fixed-bed loop reactors were employed in all cases. A preced-
ing stirred tank was used for pre-acidification of the wastewater. The investi-
gation covered residence times of 5–16 h. COD effluent values from the cascade
arrangement were in all cases clearly lower than those from the effluent data for
single-stage methanization. In fact, the observed differences were more 
pronounced (by up to 4 kg of COD per cubic meter) in the case of the more con-
taminated distillery residues compared with the moderately contaminated waste-
water from sauerkraut fermentation.The clear superiority of the process involv-
ing a two-stage methanization cascade relative to a fixed-bed loop reactor is
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Fig. 17 The effect of COD loading on COD conversion in single stage and two stage con-
figurations for the degradation of distillery residues (COD loading=34.5 kg m–3 d–1; single
stage configuration: 75% conversion with t=25 h, 89% with t=35 h; two stage configuration:
93% with t=17 h)



especially apparent from curves of the residual COD content as a function of resi-
dence time (Fig.18).For a COD reduction of 80% (CODe/CODo=0.2),a residence
time of ~13 h is required in the case of single-stage methanization. The residual
content in the effluent from a two-stage cascade with the same residence time 
is only 0.1, corresponding to a conversion of 90%.A residence time of as little as
8 h is sufficient to degrade 80% of the COD in the case of the two-stage process.
Under these conditions, the observed volume reduction in a methanization 
cascade compared with the single-stage mode of operation is ~40%.

Results from all of the reaction-engineering investigations reported so far
for process design optimization with fixed-bed loop reactors in the anaerobic
treatment of highly organic-laden effluents from the food industry are sum-
marized in Fig. 19. The results show the course of the minimum residence time
and the associated relative methanization volume for a COD reduction of ~80%
at various developmental stages in the corresponding “process evolution”.
Accordingly, the volume of a two-stage cascade is only 3.5% of that required 
for a continuously operated stirred-tank reactor (CSTR) lacking provisions 
for residence time decoupling.

9
Future Prospects

The anaerobic treatment of wastewater represents another example of the fact
that innovations may result from the joint application of biological and tech-
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Fig. 18 Change in residual COD as a function of residence time in the anaerobic treatment
of distillery residues via a two stage process with and without a cascade arrangement.
CODe=effluent COD; CODo=initial COD



nological principles. Despite the sophisticated optimization of the oxygen
transfer process, aerobic wastewater treatment becomes less competitive with
the anaerobic technique the higher the contamination level of the wastewater.
The principle of carrier fixation as a way of preventing the washing-out phe-
nomenon is also derived from a model frequently observed with sessile mi-
croorganisms in nature. Additionally, minimizing limitations associated with
diffusion problems by increasing the convection current is a typical industrial
approach to problem solving. The energy required for the wastewater treatment
can in principle be provided directly by gas-driven motors. This approach, even
though questionable, is justifiable for the long term. In the case of highly con-
taminated wastewater, anaerobic treatment is not only energy self-sufficient,
but also capable of providing excess energy for use in other applications. In ad-
dition, the resulting marked reduction in sludge production should constitute
a weighty argument in favor of the anaerobic process.

Concerns related to heavy metal deposition in the wastewater reactor oper-
ating under anaerobic conditions have not yet been accorded sufficient atten-
tion despite the fact that the distribution of clarification sludge (like that from
the activated-sludge process) on agricultural land has been curtailed because
of excessive heavy-metal contamination.Wastewater treatment is an industrial
process associated with one of the largest levels of mass throughput known,
and for this reason it provides a major impetus to further developments in bio-
process technology in general.

Careful experiments in laboratory and pilot-scale experiments can provide
sufficient data to design a large-scale system and to predict its performance.
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Fig. 19 Decrease in the minimum residence time and relative methanization volume for
85% COD reduction in the treatment of complex residues for the food industry as anaerobic
fixed-bed loop technology evolved



Wastewater treatment plants should in general be regarded as an internal part
of the overall production plant and should be designed and handled in an in-
tegrated fashion. The upsets and disturbances in the production process should
be handled in an optimum fashion so that the total plant (including the waste-
water treatment plant) can function productively and optimally.

Due to the multidisciplinary character of the bioprocess engineering re-
quired for this successful development, and the operation of the wastewater sys-
tem, it is essential that the different fields of microbiology, material science,
chemical engineering, plant construction, and control engineering should col-
laborate closely together and carefully consider what is required for a success-
ful operational system.
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Abstract This study focuses on the enhancement of oxygen transfer in aerobic fermentation
processes through the use of the reactor headspace pressure as a process variable. Our 
investigation was performed using an example 5 m3 fermentor, and by applying the mass
transfer (sorption) characteristics obtained from measurements with Pseudomonas putida
CA-3 in a mineral medium. By applying reactor pressures up to 11 bar (10 bar overpressure)
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the oxygen transfer capacities of stirred tank reactors can theoretically be increased to values
above 1 kmol m–3 h–1, although the problem of heat removal limits that value to levels of
0.7 kmol m–3 h–1. However, this is still sufficient for the oxygenation of most aerobic fermen-
tation processes, even at very high cell densities. Possible inhibition by the carbon dioxide
partial pressure at elevated total pressures is discussed. It is shown that increasing reactor
pressure enhances the energy efficiency, defined as the ratio of the oxygen transfer capacity
to the total power consumption of the reactor system. The cost efficiency of the oxygen mass
transfer, defined as the ratio of the oxygen transfer capacity to the overall cost of the system
(overall purchase cost divided by a project lifetime of ten years, plus total energy cost) also
increases with reactor pressure up to 5.6 bar.

Keywords Increased headspace pressure · Pressure fermentation · Process intensification ·
Heat transfer · Carbon dioxide inhibition · Energy efficiency · Cost efficiency

Abbreviations
AHE additional heat transfer area [m2]
C correlation parameter [–]
CCompressor specific purchase cost of the compressor [Euro h–1]
CReactor specific purchase cost of the reactor system [Euro h–1]
CEOTC cost efficiency of the oxygen transfer [kmol Euro–1]
cp specific heat of the cooling water [J kg–1 K–1]
CTR carbon dioxide transfer rate [kmol m–3 h–1]
D vessel diameter [m]
EEOTC energy efficiency of oxygen transfer [kmol kWh–1]
H unaerated liquid height [m]
HeO2 Henry-coefficient for oxygen [bar m3 kmol–1]
kLa volumetric mass transfer coefficient [s–1]
m· 

W mass flow rate of the cooling water [kg h–1]
n stirrer speed stirrer speed [min–1]
OTC oxygen transfer capacity [kmol m–3 h–1]
OTR oxygen transfer rate [kmol m–3 h–1]
Pc power consumption of the compressor [kW]
Ps stirrer power input [kW]
pCO2 carbon dioxide partial pressure [bar]
pR reactor pressure [bar]
Dp pressure drop in the heat exchanger [bar]
Q· total heat generation in the reactor [kW m–3]
Q· met microbial heat generation [kW m–3]
qIN standard specific gas flow rate of the inlet gas line [N m3 m–3 min–1]
RQ respiratory quotient [–]
RC running cost [Euro h–1]
T temperature [°C]
DT temperature difference between the inlet and outlet of the heat exchanger [K]
DTm mean temperature gradient between reactor content and cooling water [K]
tPlife project life time [a]
uG superficial gas velocity [m s–1]
UR average annual utilisation ratio [–]
V· G gas flow rate under standard conditions [N m3 min–1]
VL liquid volume [m3]
Vm molar gas volume [N m3 kmol–1]
YQmet/O2 yield coefficient of heat generation related to consumed oxygen [MJ kmol–1]
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n1 specific volume [–]
yi mole fraction of compound i [kmol kmol–1]
a correlation parameter [–]
b correlation parameter [–]
k isentropic exponent [–]
hi degree of efficiency of the device i [–]
ÇG density of compressed gas [kg m–3]
ÇW density of cooling water [kg m–3]

1
Introduction

It is still a challenging task in biochemical engineering to oxygenate aerobic 
fermentation processes sufficiently. Particularly in high density cultures, the
oxygen demand by far outstrips the oxygen transfer capacity of conventional
bioreactors such as stirred tanks or bubble columns [1], meaning that the 
dissolved oxygen concentration in the culture medium becomes limiting for
microbial growth. This can have detrimental effects on aerobic fermentation
processes [2]. In some processes only the growth and production rates diminish,
reducing the productivity of the process. However, there are also processes
where oxygen limitation has a much greater impact. For example, if the micro-
organisms are capable of anaerobic metabolism, the metabolic pathway can be
shifted in an unfavourable direction [3]. This can result in the formation of
by-products, and therefore in declined product yield.

In order to avoid oxygen limitation and anaerobic metabolism, high cell
density cultures are often designed as fed-batch processes. This means that a
growth restriction is imposed on the process, limiting the nutrients to being fed
to the bioreactor one at a time [4]. Initially the cells can be cultivated exponen-
tially using an exponential time schedule for the feeding rate of the limiting 
nutrient.After reaching the maximum oxygen transfer capacity of the reactor,
the feeding rate must be kept constant. Therefore, at higher cell densities only
relatively low specific growth rates are obtained and the fermentation time is
considerably prolonged [1, 5]. In the case of the production of a protein, the
prolonged fermentation time may lead to product losses due to decomposition
from enhanced secretion of proteases [6, 7].

Much effort has been made to overcome such limitations by increasing the
oxygen transfer capacities of bioreactors. Special aeration systems and aeration
using oxygen-enriched air are the most commonly applied enhancements. Over
the last decade, the use of oxygen vectors has gained increasing interest, at least
in academic research [8, 9]. Among these methods, increased reactor pressure
has also been successfully used to enhance the oxygen mass transfer capacity
[10, 11]. Despite these promising possibilities, reactor pressure is currently
rarely considered to be an important engineering parameter in industrial 
bioprocess development.
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The objective of this study is to demonstrate the improvements in produc-
tivity, energy efficiency, and cost efficiency that may be gained by employing
the reactor pressure as additional engineering parameter in stirred tank reac-
tors. The financial benefit from using pressurised operation can only be eval-
uated by considering a specific production process in detail. In this study, an
estimate of the benefits of elevated reactor pressure is made for the example of
a stirred tank reactor of 5 m3 working volume via some generally accepted 
assumptions and equations.A mass transfer (sorption) characteristic was used
for these calculations, which was evaluated for a culture of Pseudomonas putida
CA-3 in a 50 L stirred tank reactor of 37 L working volume in mineral media.
This estimate should serve to illustrate the effects encountered at elevated 
pressure.

2
Theory

2.1
Gas-Liquid Mass Transfer

The oxygen transfer rate OTR from the gas phase into the culture medium is 
described by the following equation:

(yO2 – yL) · pR
OTR = kLa ·002 (1)

HeO2

where kLa is the specific mass transfer coefficient, yO2 is the mole fraction of
oxygen at the gas-liquid interface, yL is the mole fraction of oxygen in the bulk
of the culture medium, pR is the total headspace pressure, and HeO2 is the Henry
coefficient for oxygen. The maximum oxygen transfer capacity OTC at a given
kLa value is obtained when the dissolved oxygen concentration in the bulk 
of the culture medium is close to zero. If the gas phase and the liquid phase 
is completely mixed and Henry’s law is applied, OTC can be expressed using
Eq. 2.

yO2 · pR
OTC = kLa · 03 (2)

HeO2

For aerated stirred tanks, the mass transfer correlations published so far are
mostly of the form:

PS
a

kLa = C · �5� · ub
G (3)

VL
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where the superficial gas velocity is:

V· GuG = 8 (4)
p
3D2

4

is the gas flow rate under standard conditions, and D is the diameter of the
vessel. Equation 3 is generally called the mass transfer or sorption character-
istic. In most cases Eq. 3 satisfactorily describes the influence of the specific
power input PS/VL and the superficial gas velocity uG on the kLa value, where the
correlation parameters C, a and b are specific to a reactor with a given geo-
metry and a given culture medium. Therefore, it is not possible to predict the
kLa obtained in liquids of different physico-chemical properties due to different
coalescence behaviours, bubble sizes, surface tensions and ionic strengths.

The effect of the reactor pressure on the specific mass transfer coefficient
has been investigated by many authors [11–17]. However, the results reported
for bubble columns and for aerated stirred tank reactors are inconsistent. Most
of the studies conducted in bubble columns reported a pronounced effect of the
reactor pressure on kLa [12–14] and this observation has been theoretically 
explained. According to mechanistically based models, a higher reactor pres-
sure leads to smaller primary gas bubbles resulting in greater interfacial mass
transfer area. Since in aerated stirred tank reactors the interfacial area is domi-
nated by the stirrer power input and not by the diameter of the primary gas
bubbles, these bubble column models fail to explain the effects that are some-
times observed of the reactor pressure on kLa in stirred tanks. Recently, Maier
et al. [15] have shown that some of the contradicting results are artefacts result-
ing from the inappropriate methods used for the determination of kLa. Further-
more, it was shown that at constant superficial gas velocity the kLa values in a
stirred tank reactor remain constant irrespective of pressure. Therefore, mass
transfer (sorption) characteristics obtained at ambient pressure can also be
used for designing pressurised stirred tank reactors at elevated pressures. By
combining Eq. 2 and Eq. 3, the oxygen transfer capacity of a pressurised stirred
tank reactor can be calculated as:

PS
a yO2 · pR

OTC = C · �5� · ub
G · �03� (5)

VL HeO2

Assuming a respiratory quotient of RQ=1, the oxygen and carbon dioxide mole
fraction in the exhaust gas can be calculated from Eqs. 6 and 7, respectively.

OTR · Vm
yO2

OUT = yO2
IN – 05 (6)

qIN

CTR · Vm
yCO2

OUT = 05 – yIN
CO2 (7)

qIN
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The carbon dioxide partial pressure pCO2 in the reactor is calculated by Eq. 8.

pCO2 = yCO2
OUT · pR (8)

To calculate the oxygen transfer capacity from the mass transfer coefficient kLa,
the reactor pressure pR, and the specific gas flow rate qIN, Eqs. 2 and 6 can be 
rearranged into Eq. 9:

kLa · pR
02 · yIN

O2HeO2
OTC = 005 (9)

kLa · pR
02 · VmHeO2

1+ 091qIN

2.2
Heat Generation

The mechanical power input and the microbial metabolism dissipate a specific
amount of heat to the culture medium. Based on a consideration of the Gibbs
free energy (G), the microbial heat generation can be explained and quantified
thermodynamically [18–20]. A reaction is only possible if the change in the
Gibbs free energy (DG) is negative. Since the biosyntheses of proteins, mem-
branes and other constituents from lower molecular compounds are ender-
gonic processes, energy has to be delivered from elsewhere to carry out these
reactions. Therefore, in chemotrophic organisms such reactions are coupled to
catabolic reactions that are strongly exergonic. As a result, the DG of the over-
all growth procedure is negative. The change in the Gibbs free energy is caused
by a change in enthalpy DH and a change in entropy DS, as shown in Eq. 10.

DG = DH – T DS (10)

The entropy DS produced via catabolic as well as biosynthetic reactions can be
neglected in aerobic growth. Therefore, the DH that is dissipated to the culture
broth (identical to the metabolic heat Q· met) is almost completely represented
by DH [19]. Since aerobic microorganisms gain energy mainly by the oxidation
of carbon sources to carbon dioxide and water, the metabolic heat generation 
Q· met is closely related to the oxygen uptake of the microorganisms and, there-
fore, the oxygen transfer rate. Cooney et al. [21] published the following cor-
relation to estimate the metabolic heat generation Q· met :

Q· met = YQ· met/O2 · OTR (11)

Empirical values for the yield coefficient YQ· met/O2 are in the range of 450–
470 MJ kmol–1 [18, 21]. By adding the specific power input to Q· met, the total heat
generation within the reactor Q· can be calculated, following Eq. 12.

PSQ· = 4 + Q· met (12)
VL
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2.3
Energy Efficiency

The ratio between the oxygen transfer capacity and the total power consump-
tion of a reactor is used for the evaluation of the energy efficiency of the 
oxygen mass transfer EEOTC [22]. The total power consumption of a stirred tank
reactor mainly consists of the stirrer power input, PS, and the power consump-
tion for the generation of pressurised air, PC. Since a higher OTR leads to 
increased heat generation, the power requirement of the cooling water pump
PW of the stirred tank reactor must be taken into account. These three con-
tributions to the total energy consumption are related to the reactor volume
and the oxygen transfer capacity as specified in Eq. 13.

OTC
EEOTC = 002 (13)�PS PC PW�4 + 4 + 4VL VL VL

where PS/VL is the specific power consumption of the stirrer, PC/VL is the
specific power consumption of the gas compressor and PW/VL is the specific
power consumption of the cooling water pump.

2.4
Cost Efficiency

To simplify the estimation of the cost efficiency CEOTC of a designated reactor
system operated at elevated pressure in comparison to a normal reactor at 
ambient pressure, only the reactor (including its specific configuration for the
stirrer system and heat removal) and the compressor are taken into account.
All of the other installation and peripheral devices, including the electrical
measuring and control facilities, are assumed to be constant and are therefore
not considered.

2.4.1
Reactor System

The specific purchase cost of the reactor system CReactor can be regarded as 
the sum of the reactor cost (a function of the operating pressure), cost of the
stirrer drive unit (a function of specific power input), and the cost of the heat
exchanger (a function of the heat that has to be removed), divided by the 
project lifetime tPlife (Eq. 14).

PSf (pR) + f �4� + f (Q· )
VL

CReactor = 0005 (14)
tPlife
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2.4.2
Compressor

In this study the specific purchase cost of the compressor is defined as function
of the gas flow rate V·G, divided by the project lifetime (Eq. 15).

f (V·G)
CCompressor = 0 (15)

tPlife

The influence of pressure on compressor cost was not taken into account, as our
survey revealed that for up to 10 bars of overpressure the same type of com-
pressor can be used.

2.4.3
Running Cost

The running cost is defined as the volume specific cost of the power consump-
tion of the stirrer, the compressor and the cooling water pump multiplied by
the annual average utilisation ratio UR and the energy cost EC, as shown 
in Eq. 16.

PS PC PWRC = �4 + 4 + 5� · UR · EC (16)
VL VL VL

2.4.4
Cost Efficiency

The cost efficiency of the oxygen mass transfer can be calculated from the ratio
of the oxygen transfer capacity to the sum of the specific purchase cost of the
reactor system, the compressor and the running costs, using Eq. 17.

OTC
CEOTC = 0000 (17)

CReactor + CCompressor + RC

2.5
Power Consumption

To calculate the specific power consumptions of the stirrer PS/VL, the compres-
sor PC/VL, and the cooling water pump PW/VL, the gross power input is con-
sidered. Mechanical and electrical losses are taken into account by the respec-
tive degrees of efficiency. The specific power consumption of the compressor
PC/VL can be calculated assuming that the compression of the gas phase takes
place in a single stage and under isentropic conditions according to Eq. 18 [23].
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k–1PC V·G k p2 4
4 = 01 7 p1 · v1 ��4� k –1� (18)
VL hC pVL k –1              p1

For the compression of gases like nitrogen and oxygen the isentropic exponent
k is about 1.4. The mechanical and electrical losses of the compressor are 
represented by the degree of efficiency of the compressor hC .

The flow rate m· 
W of the water that has to be pumped through the heat ex-

changer to remove the dissipated heat Q· from the reactor is calculated accord-
ing to Eq. 19.

Q·
m· 

W = 94 (19)
CP · DT

Therefore, the power consumption of the cooling water pump can be estimated
by considering the water flow rate m· 

W , the energy efficiency of the water pump
hW and the pressure drop Dp in the heat exchanger via Eq. 20 [24].

m· 
WPW = 94 Dp (20)

hW · ÇW

3
Materials and Methods

The mass transfer experiments with a culture of Pseudomonas putida CA-3
were conducted in a stirred tank bioreactor (LP 351, Bioengineering AG,Wald,
Switzerland), especially designed for headspace pressures up to 11 bar.A sketch
of the experimental set-up is given in Fig. 1.

The bioreactor is a baffled cylindrical tank with a total volume of 0.05 m3,
a working volume of 0.037 m3, and a diameter of 0.3 m. The ratio between the
unaerated liquid height H and the diameter of the vessel D is 1.75. For agitation
the bioreactor is equipped with three six-blade standard Rushton turbines, each
with a diameter of 0.12 m. The power consumption of the stirrer is determined
by measuring the torque of the stirrer shaft with a hollow shaft torque mea-
surement system (Bioengineering AG, Wald, Switzerland). This design allows
the direct measurement of power input into the liquid, avoiding errors caused
by friction losses in the bearings and seals. The gas mass flow rate into 
the bioreactor V·G is regulated by a mass flow controller (Bronkhorst F-203AI,
The Netherlands). The oxygen concentration of the exhaust gas yO2

OUT was 
measured by a paramagnetic oxygen analyser (Magos 3, Hartmann und Braun,
Germany), and the carbon dioxide concentration of the exhaust gas yO2

OUT was
measured by an infrared analyser (UNOR 6 N, Maihak, Germany). The head-
space pressure is determined by a pressure probe and controlled by a regulat-
ing valve in the exhaust gas line. The dissolved oxygen concentration was
measured by a polarographic oxygen probe (Broadley James, USA) mounted 
at approximately a third of the liquid’s height.
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The OTR was calculated using an oxygen mass balance between the in- and
out-flowing gas, as specified in Eq. 21.

qIN 1– yIN
O2 – yIN

CO2OTR = 5 · �yIN
O2 – �005� · yO2

OUT � (21)
Vm 1– y O2

OUT – y OUT
VCO2

where the specific gas flow rate of the inlet gas stream is

V·G
qIN = 5 (22)

VL

Vm is the molar gas volume and VL is the working volume.
Equation 23 was used for the calculation of kLa, assuming a completely

mixed gas phase.

OTR · HeO2kLa = 004 (23)
(y O2

OUT – yL) · pR

The microorganism Pseudomonas putida CA-3 obtained from Dr. W. Duetz,
Department of Biotechnology, ETH Zürich, Switzerland was used in fermenta-
tions. This microorganism was grown on a defined culture medium with
glucose as the sole carbon source. The composition of the culture medium 
was as follows: glucose 30.0 g L–1, (NH4)2SO4 10.24 g L–1, nitrilotriacetic acid
0.77 g L–1, MgSO4 ·7H2O 0.31 g L–1, CaCl2 2H2O 2.94 mg L–1, ZnSO4 7H2O
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7.2 mg L–1, FeSO4 H2O 39.9 mg L–1, CuSO4 5H2O 1.2 mg L–1, CoSO4 H2O
2.8 mg L–1, MnSO4 H2O 8.5 mg L–1, H3BO3 0.31 mg L–1. The Henry coefficient 
for oxygen for the culture medium was ~830 bar m3 kmol–1. During cultivation
the temperature was adjusted to 30 °C and the pH was maintained constant at
7.0 by titration with 0.1 M NH4OH.

4
Results

In this study, the mass transfer (sorption) characteristic for a culture of Pseudo-
monos putida CA-3 was evaluated in a 50 L stirred tank reactor filled with 37 L
of mineral medium. These results were used to theoretically calculate the 
performance of a geometrically similar reactor of 5 m3 working volume.
This reactor volume was chosen as an example of a typical production scale 
for heterologous protein expression. The resulting tank diameter and un-
aerated liquid height of this hypothetical reactor are 1.54 m and 2.68 m, re-
spectively. Without additional heat exchangers the effective heat transfer area
is ~10 m2.

4.1
Gas-Liquid Mass Transfer Characterisation

Values of kLa for fermentations involving the microorganism Pseudomonas
putida CA-3 were determined for different specific power inputs PS/VL in order
to obtain the gas-liquid sorption characteristic in the 50 L reactor (Fig. 2). Since
it was not our aim to perform an extensive gas-liquid mass transfer character-
isation, only one aeration rate was used. More detailed investigations using
sodium sulfite as the chemical model system in the same reactor are described
in Maier et al. [15]. The log-log plot of our experiments with Pseudomonas
putida CA-3 shows that the measured specific mass transfer coefficients increase
according to the specific power input PS/VL to the power of 0.74. By assuming
a correlation parameter b of 0.42 [25], and using the results of Fig. 2, the mass
transfer correlation can be expressed as:

PS
0.74

kLa = 0.32 · �5� · uG
0.42 (24)

VL

The measured kLa values are typical of microbial culture media, and the ob-
tained correlation is similar to the results found by other authors [25, 26]. The
values found in the literature for the correlation parameter a vary over a wide
range, from 0.5 to 0.9. The published values for the correlation parameter b
have a narrower range, from 0.3 to 0.5. The differences are due to variations 
in physico-chemical properties (ionic strength, viscosity and surface tension)
between the culture broths.

The Oxygen Mass Transfer, Carbon Dioxide Inhibition, Heat Removal 87



4.2
Calculated Oxygen Transfer Capacity

The mass transfer (sorption) characteristic presented above can be used for 
the theoretical estimate of the oxygen transfer capacity of the geometrically
similar reactor system of 5 m3 working volume under varying operating con-
ditions. Calculations have been carried out using Eqs. 3, 4 and 9, respectively.
In the following, the resulting oxygen transfer capacities for two different 
operation modes are discussed.

Operational mode 1: The standard gas flow rate V·G is held constant at
5 N m3 min–1 (1 N m3 m–3 min–1). Hence, the superficial gas velocity decreases
from a value of 2.682 m min–1 at a reactor pressure of 1 bar to a value of
0.246 m min–1 at a reactor pressure of 11 bar.

Operational mode 2: The standard gas flow rate is increased in propor-
tion to the reactor pressure, starting from a value of V·G =2.5 N m3 min–1

(0.5 N m3 m–3 min–1) at a reactor pressure of 1 bar. Hence, the superficial gas
velocity has a constant value of 1.344 m min–1 irrespective of the actual reac-
tor pressure. The standard flow rate increases to a maximum value of
27.5 N m3 min–1 (5.5 N m3 m–3 min–1) at 11 bar.

In Fig. 3, the influence of reactor pressure and specific power input on the
oxygen transfer capacity is illustrated as a contour plot.Additionally, the theo-
retical carbon dioxide partial pressures in the gas phase of the reactor are
depicted as areas with different grey shades (right y-axis). These carbon dioxide
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Fig. 2 Specific mass transfer coefficient of a 50 L bioreactor at different specific power in-
puts at a constant superficial gas velocity of 0.448 m min–1 and a reactor pressure of 1.25 bar.
A culture of Pseudomonas putida CA-3 was grown in mineral medium as the biological
model system
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Fig. 3A–B Calculated oxygen transfer capacity (contour plot) and corresponding carbon
dioxide partial pressure (right y-axis) for a 5 m3 bioreactor (A) at a constant specific gas flow
rate of 1 N m3 m–3 min–1 (operational mode 1) and (B) at a constant superficial gas velocity
of 1.344 m min–1 (operational mode 2). Operational mode 2 corresponds to a specific gas
flow rate of 0.5 N m3 m–3 min–1 at a reactor pressure of 1 bar



pressures may help to estimate the possible inhibition levels, depending on the
carbon dioxide sensitivity of the investigated microorganisms. For example,
at a carbon dioxide partial pressure of 0.2 bar, the Pseudomonas putida
CA-3 strain used to obtain the sorption characteristic has a growth rate of
only 60% of the growth rate at low carbon dioxide partial pressure (data not
shown).

As shown in Fig. 3A for operation mode 1, the oxygen transfer capacity 
increases with increasing specific power input PS/VL and increasing reactor
pressure pR.At the highest possible specific power input and the highest reactor
pressure an oxygen transfer capacity above 0.42 kmol m–3 h–1 is obtained. In
this operational mode the superficial gas velocity and, as a consequence, the
specific mass transfer coefficient decreases with increasing reactor pressure,
while carbon dioxide partial pressure rises to a theoretical maximum of
1.74 bar. This value exceeds by far the carbon dioxide levels of conventional
production scale fermentors, even at very high capacities of around 100–
200 m3. Such large fermentors lead to high hydrostatic total pressure values at
the bottom, of about 1–1.5 bar.

As shown in Fig. 3B for operational mode 2, the oxygen transfer capacity 
increases with PS/VL and rising pR. A maximal oxygen transfer capacity 
greater than 1 kmol m–3 h–1 is obtained, which is substantial higher than for
operational mode 1. For high density cultures of commonly applied micro-
organisms (such as S. cerevisiae or E. coli), which reach biomass levels of
~130–180 kg m–3 cell dry weight [1], an OTC of 1 kmol m–3 h–1 should be 
more than sufficient. Oxygen transfer capacities higher than 1 kmol m–3 h–1

are not depicted in this and the following figures, since these levels are far 
beyond our experimental results and are not sufficiently covered. Due to
higher gas flow rates than in operational mode 1, the carbon dioxide 
partial pressure rises to lower values. Compared to the carbon dioxide 
partial pressure corresponding to the maximum OTC achieved in operational
mode 1, the carbon dioxide partial pressure only reaches values between 0.3
and 0.4 bar. These are values that most microorganisms that are not sensi-
tive to carbon dioxide should be able to tolerate. However, the carbon 
dioxide sensitivity of the microorganisms studied should be analysed sepa-
rately.

4.3
Heat Generation

The generation of heat was calculated using Eq. 12 for operational modes 1 
and 2, using a metabolic yield coefficient YQmet/O2 of 470 MJ kmol–1 [18].
Figure 4 shows the results. The highest OTC in operational mode 1 results in a
maximum heat generation of 65.4 kW m–3. At an OTC of 1 kmol m–3 h–1 in 
operational mode 2, the heat generation reaches 135–140 kW m–3. Such tremen-
dous heat generation can only be removed by introducing additional heat 
exchangers into the reactor. In this study this additional heat exchanger is 
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Fig. 4A–B Calculated oxygen transfer capacity (contour plot) and heat generation (right
y-axis) for a 5 m3 bioreactor (A) at a constant specific gas flow rate of 1 N m3 m–3 min–1

(operational mode 1) and (B) at a constant superficial gas velocity of 1.344 m min–1 (opera-
tional mode 2)



simply considered as an additional heat transfer area AHE, which is estimated
using Eq. 25.

O·
AHE = 01 (25)

k · DTm

Assuming a constant heat transfer coefficient k of 610 W m–2 K–1 and a constant
mean temperature gradient DTm of 10 K, the removal of 140 kW m–3 of heat
roughly corresponds to 105 m2 of additional heat transfer area. To estimate
whether such a heat transfer area can be realised practically or not, the appli-
cation of parallel metal tube bundles with outer tube diameters of 0.035 m was
considered.A geometric estimate uncovers that a maximum heat transfer area
of 75 m2 is attainable (data not shown). Hence, only around 94 kW m–3 of heat
could be removed, corresponding to an OTC of around 0.7 kmol m–3 h–1. There-
fore, heat removal is a limiting parameter in pressure fermentation and must
be considered at a very early stage of plant design. Both operational modes
clearly show that heat dissipation can be slightly decreased by using reactor
pressure instead of specific power input to achieve a particular OTC. It may also
be possible to apply a larger driving temperature gradient DTm than 10 K to
achieve sufficient heat removal. However, this strategy will require a refrigera-
tion unit, resulting in additional costs.

4.4
Energy Efficiency

The energy efficiency of the oxygen transfer is now discussed for the afore-
mentioned operational modes. The value for hS was averaged from Oosterhuis
[27], giving 0.65. The value for hC , 0.7, was derived from technical data sheets
for oil free screw type compressors from Atlas Copco Kompressoren- und
Drucklufttechnik GmbH, Germany. The value for hW of 0.7 was taken from Hölz
[24]. Calculated values of EEOTC are presented in Fig. 5. Maximum energy effi-
ciencies of up to 0.023 kmol kWh–1 (operational mode 1) can be achieved at a
specific power input of ~3 kW m–3 and with reactor pressures of up to 11 bar.
Remarkably, energy efficiency decreases with increasing specific power input.
The maximum value of energy efficiency for a pressure of 5.4 bar and a specific
power input of 2.8 kW m–3 is 1.7 fold higher than at ambient pressure at the
same OTC of 0.24 kmol m–3 h–1.

In operational mode 2, an optimum relation between the specific power 
input and the reactor pressure leads to values of energy efficiency of up to
0.025 kmol kWh–1. To achieve an energy efficient operation, the reactor pres-
sure should be increased in proportion to the specific power input. If a pressure
is increased more rapidly, the energy efficiency decreases. This is due to the fact
that the gas flow rate is also increased with increasing pressure in this opera-
tional mode. These elevated gas flow rates are the reason for the decrease in 
the energy efficiency. However, pressure fermentation enables higher energy 
efficiencies than for non-pressurised conditions.

92 A. Knoll et al.



The Oxygen Mass Transfer, Carbon Dioxide Inhibition, Heat Removal 93

Fig. 5A–B Calculated oxygen transfer capacity (contour plot) and energy efficiency of the
oxygen mass transfer (right y-axis) for a 5 m3 bioreactor (A) at a constant specific gas flow
rate of 1 N m3 m–3 min–1 (operational mode 1) and (B) at a constant superficial gas velocity
of 1.344 m min–1 (operational mode 2)



4.5
Cost Efficiency

For the estimate of the specific purchase cost, a project lifetime of ten years was
used.

4.5.1
Reactor System

The purchase cost of the reactor and drive unit of a stirred tank reactor
depends on the reactor pressure and the specific power input of the stirrer. For
high heat generation at higher OTC values the additional costs of heat removal
has to be considered. This additional heat transfer area was calculated assum-
ing a constant heat transfer coefficient k of 610 W m–2 K–1 and a constant mean
temperature gradient DTm of 10 K using Eq. 25. The following equation (Eq. 26)
for the calculation of the specific purchase cost of a reactor system with a
working volume of 5 m3 was derived from data provided by Bioengineering AG
(Wald, Switzerland). This empirical equation takes into account the basic cost
of the reactor system and cost contributions stemming from operating pres-
sure, required power input and heat transfer area.

PS�51944 + 8620 · ln(pR) + 8297 · ln �4� + 6000 · AHE� EuroVL
CReactor = 000000004 �8� (26)

10 · 8760                                          h

(for pR=1 to 11 bar, PS/VL=1 to 10 kW m–3, AHE=0 to 75 m2).

4.5.2
Compressor

Oil free screw type compressors were considered for the compressor. Since this
type of compressor is usually designed to have a working overpressure of
10 bar, the dependence of pressure on compressor cost was neglected in our 
estimation. Considering a pressure loss from the piping and the aeration
system of the reactor of approximately 2 bar, the following calculations should
be valid for calculated reactor pressures up to at least 9 bar. Purchase costs 
of compressors with flow rates of 2.2–28.8 N m–3 min–1 were kindly calculated
and provided by Atlas Copco Kompressoren und Drucklufttechnik GmbH,
Germany, according to Eq. 27.

(3524 ·V·G +13307) Euro 
CCompressor = 000 �8� (27)

10 · 8760               h

(for V·G =2.2 to 28.8 N m3 min–1).
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4.5.3
Running Costs

An energy cost of 0.15 Euro kWh–1 [28] and an annual average utilisation ratio
of 0.7 were chosen for our calculations. Compressor power was calculated from
Eq. 18 and the power of the cooling water pump from Eq. 20, assuming a pres-
sure drop of 4 bar. The running cost can then be calculated from Eq. 16.

In Fig. 6 the cost efficiency, as estimated using Eq. 17, is shown. In
operational mode 1, cost efficiencies can be increased by applying increased
headspace pressures. The highest cost efficiencies of up to 0.068 kmol Euro–1

are achieved at pressures of 9–11 bar, a specific power input of 2.8 kW m–3,
and an OTC of 0.3–0.32 kmol m–3 h–1. This cost efficiencies are 1.13 fold higher
compared to the maximum values of 0.06 kmol Euro–1 found at ambient pres-
sure for a specific power input of 2.4 kW m–3 and an OTC of 0.11 kmol m–3 h–1.

In operational mode 2, the cost efficiency reaches values close to
0.076 kmol Euro–1 at an OTC of 1 kmol m–3 h–1. Higher OTC values are unrealis-
tic and were not considered in our estimation. This cost efficiency is 1.4-fold
higher than the maximum value (0.054 kmol Euro–1) obtained at ambient 
pressure and a specific power input of 2.4 kW m–3.

To determine the maximum cost efficiency at a certain OTC, the superficial
gas velocity (0–4.02 m min–1), the specific power input (0–10 kW m–3), and the
reactor pressure (1–11 bar) were all optimised using Microsoft Excel Solver.
Boundary conditions were set for the superficial gas velocity instead of the
standard specific gas flow rate, because the first parameter must be limited to
prevent possible excessive foam formation. The chosen maximum superficial
gas velocity of 4.02 m min–1 corresponds to a standard specific gas flow rate of
1.5 N m3 m–3 min–1 at ambient pressure. This may be the maximum value that
can be realised practically in a fermentor of 5 m3 working volume. The results
of our optimisation as function of the oxygen transfer capacity are presented
in Fig. 7.

For non constrained conditions (Fig. 7A), the cost efficiency strongly in-
creases at low OTC, and subsequently levels off at an OTC of 0.075 kmol m–3 h–1.
A maximum cost efficiency of 0.067 kmol Euro–1 at an OTC of 1 kmol m–3 h–1

is reached. Up to an OTC of 0.075 kmol m–3 h–1 no additional heat transfer area
is necessary. Above this value the increase in cost efficiency is impeded by the
additional effort needed to remove heat.

Energy efficiency has a very similar trend to cost efficiency. At an oxygen
transfer capacity of ~0.1 kmol m–3 h–1 the increase in operating pressure is
most pronounced. Remarkably, reactor pressure is only increased to a maxi-
mum value of 4.8 bar. At an OTC larger than 0.2–0.3 kmol m–3 h–1 the pressure
even slightly decreases. Specific power input and specific gas flow rate linearly
increase up to values of 9.1 kW m–3 and about 4.1 N m3 m–3 min–1, respectively.

Carbon dioxide partial pressures of up to only 0.43 bar are observed, which
is less than obtained for the conditions presented in Fig. 3. Even if carbon
dioxide partial pressures of up to 0.43 bar appear in a bioreactor, microorgan-
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Fig. 6A–B Calculated oxygen transfer capacity (contour plot) and cost efficiency (right 
y-axis) for a 5 m3 bioreactor (A) at a constant specific gas flow rate of 1 N m3 m–3 min–1

(operational mode 1) and (B) at a constant superficial gas velocity of 1.344 m min–1 (opera-
tional mode 2)



The Oxygen Mass Transfer, Carbon Dioxide Inhibition, Heat Removal 97

Fig. 7A–B Maximised cost efficiency and related process parameters (A) for unconstrained
conditions and (B) for the boundary condition that the carbon dioxide partial pressure
should not exceed 0.2 bar. A maximum superficial gas velocity of 4.02 m min–1 was chosen
as a second boundary condition. This corresponds to a standard specific gas flow rate of
1.5 N m3 m–3 min–1 at ambient pressure



isms such as Corynebacterium glutamicum are still able to grow at specific
growth rates of more than 0.3 h–1 (own unpublished results). If microorganisms
are cultured that are relatively sensitive to carbon dioxide, the partial pressure
of this gas must be limited to specific levels. In Fig. 7B a calculation is shown,
where a maximum carbon dioxide partial pressure of 0.2 bar was chosen as a
boundary condition. Under this condition, maximal oxygen transfer capacities
of 0.8 kmol m–3 h–1 are obtained. Maximum admissible carbon dioxide partial
pressures lower than 0.2 bar would reduce the maximum obtainable OTC to
even lower values. The reason for this upper limit in the OTC is the fact that the
boundary condition of the maximum superficial gas velocity in the reactor
(4.02 m min–1) is reached (data not shown).

For the conditions presented in Fig. 7B, the pressure reaches its maximum
value at an OTC of about 0.1 kmol m–3 h–1, as soon as the maximum admissible
carbon dioxide partial pressure is reached. From this point, the stirrer power
and specific gas flow rate increases with a higher slope than for the uncon-
strained case (Fig. 7A). The cost efficiency in the constrained case is only
slightly smaller than in the unconstrained case.

In the present example the overall specific purchase cost dominates the
running costs, especially at high oxygen transfer capacities. This is mainly due
to the strong influence of the cost of heat removal (data not shown). The
specific purchase and energy costs of the compressor are larger (1.5–2-fold,
increasing at higher OTC) than the corresponding costs of the stirrer system.
The energy cost of the cooling water pump is relatively small (less than 5 %).

5
Conclusions

This study illustrates that the reactor pressure is an important operational
parameter of a bioreactor. The oxygen transfer capacity, the energy efficiency,
and the cost efficiency of oxygen transfer can be greatly enhanced by employ-
ing elevated reactor pressures. However, if reactor pressures up to 11 bar are
applied, carbon dioxide partial pressures that are too high may occur. These can
have detrimental effects on the growth and production kinetics of the micro-
organism used. The carbon dioxide sensitivity of the microorganisms should
be investigated case by case. The effect can be reduced by an appropriate adjust-
ment in the relevant process parameters. Increasing the specific aeration rate
is a suitable measure. An upper limit may be imposed by uncontrollable foam
formation inside the reactor at excessive superficial gas velocities. Heat genera-
tion within the vessel increases proportionally with oxygen transfer rate and
can only be handled by including an additional heat exchanger. However, heat
generation can be reduced slightly by using reactor pressure instead of specific
power input to achieve a certain OTC.

Our estimate was made for the example of a specific microbial system, a
culture of Pseudomonas putida CA-3 in a mineral medium. If other microbial

98 A. Knoll et al.



systems are employed different sorption characteristics may result. This will
lead to different absolute figures than those presented in this study.A different
working volume of the bioreactor investigated and different cost parameters
will also quantitatively change the results. However, it is believed that the
general message of this contribution will still be valid.
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Abstract The economic feasibility of a biotechnological production process is directly linked
to the number and efficiency of the processes required during purification in order to reach
the requested product specifications. Expanded bed adsorption is an integrated process that
combines solid-liquid separation and product recovery into a single unit operation. This ap-
proach suggests an increased overall yield, lower requirements for capital investments and
consumables and most importantly a reduced process time. The success of an integrative
process is, however, closely linked to a detailed understanding of the biochemical principles
involved and the constraints arising from feedstock complexity. This paper reviews the hydro-
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dynamic principles that expanded bed adsorption is based on, discusses current develop-
ments in resin and column design, and finally presents a methodology for targeted process
development in expanded bed adsorption.

Keywords Expanded Bed Adsorption · Primary capture · Process development · 
Biomass-Adsorbent interactions

1
Introduction

The rise and success of the biotechnological industry is closely related to the
rise and commercial use of recombinant DNA technology, enabling the expres-
sion of molecules in industrially exploitable host strains and thus leading to a
variety of new products produced on large scales.A direct result of the develop-
ment of new biologically-produced substances, especially new therapeutic
drugs, is that the demands for higher product purity and the requirements
from the respective institutional bodies (FDA, ESRA) have increased signifi-
cantly. The latter especially holds for new antibody-based drugs, which are
given at higher dosages and repetitively over long periods of time.

2
Primary Recovery

Given the highly complex nature of the biological feedstocks typically used as
sources for the recovery of biotechnological products, for example culture broth
or microbial, plant, and tissue homogenates, it is not surprising that down-
stream processing – combining processes for the isolation, purification and
formulation of biological entities – accounts for a major proportion of the
production costs for biotechnological products [1, 2]. Fast isolation from par-
ticulates such as cells and/or cell debris, gross soluble contaminants and water
– leading to a significant concentration of the feedstream – has proven essen-
tial to the success of separation processes. The need for several conditioning
unit operations to be placed in front of high-resolution steps, and for additional
steps to be introduced to ensure the safe removal of viruses, endotoxins or DNA
reduces the overall recovery and increases the contribution of recovery oper-
ations to the cost of manufactured goods. Since the early conditioning steps –
isolation and concentration of the product – traditionally do not contribute
much to product purity but account for a high fraction of the overall processing
time and significant losses in yield, a change of focus has been observed over
the last few years, aiming towards a more selective isolation of the target mole-
cule as early as possible during downstream processing. By combining solid-
liquid separation with the ability to isolate the target molecule from a crude
feedstream, these integrative primary recovery operations predominantly 
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target an increased overall yield, lower requirements for capital investments
and consumables, and, most importantly, reduced process time. The latter is 
especially important in the light of increasing process volumes in the biotech-
nological industry, for instance cell culture bioreactor volumes of 15,000–
20,000 L. The following technologies that perform the integration of solid-
liquid separation and isolation have already been described in recent literature:
membrane filtration [3–5], aqueous two phase extraction [6–8], batch adsorp-
tion [9, 10], expanded bed adsorption [11–15], and high gradient magnetic
fishing [16, 17]. The most advanced of these industrial integrated primary re-
covery processes is currently expanded bed adsorption. Comparative studies
with other techniques can be found in Hubbuch et al [18], Giovannini and
Freitag [19], Blank et al [20] and Gonzalez et al [21].

2.1
Definition of Expanded Bed Adsorption

Fluidised beds have been successfully used in the chemical processing industry
since the early 1920s, due to their particle handling, the possibility of reactive
interaction between the fluid and solid phase, and the ease of scale-up. Al-
though EBA maintains the fundamental principle of an increased void volume
of the stationary phase and its reactive interaction with the fluid stream, it dif-
fers significantly from conventional fluidised bed processes used in the chem-
ical processing industries. This resulted in rather confusing terminology in the
early days of EBA development. Given the rather short history of expanded bed
adsorption – first reports of the use of EBA were published in the early 1990s by
Draeger and Chase [22] – a wide variety of terms, such as fluidised bed ad-
sorption [13, 23, 24], expanded bed adsorption [12, 25, 26], classified fluidised
bed adsorption [13, 23], and magnetically stabilised fluidised bed adsorption
[27, 28] have been used in the literature to describe the application of a bed of
chromatographic supports with an overall increased voidage caused by an up-
ward directed liquid flow.The basic reasoning for this arose from the association
of the term “fluidised bed”with a perfectly mixed reactor – as used in the chem-
ical processing industry – which provides only a single stage for adsorption,
while during the development of expanded bed adsorption a strong emphasis
was laid on minimised back mixing of the adsorbent particles leading to enhanc-
ed multi-stage chromatographic performance [23, 29]. The terms “classified”or
“magnetically stabilised”refer to specific reactor set-ups used to achieve this goal.

While a large number of publications (reviews [11–13, 15] and texts [14, 30])
already exist that deal exhaustively with many different aspects of expanded
bed adsorption, it has been only recently that strategies for the systematic
development of EBA processes have evolved, combining an understanding of
chromatographic processes with tools and theories developed in chemical 
engineering science [31].
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2.2
Process Integration and Operational Principles

Process integration can only be successful if all of the specific requirements 
of the different unit operations fused into the one single step are accounted for.
It is therefore not surprising that in many cases process complexity is increased
and process robustness decreased when formerly independent processing steps
are compressed into one novel unit operation.

EBA combines solid-liquid separation with adsorptive purification. It is
therefore reasonable to assume as a first approximation that the typical trans-
port limitations of an adsorptive process apply; in other words, the kinetics 
of the adsorption reaction, the internal and external diffusion, as well as the
bulk fluid flow through the adsorbent bed all have to be considered as poten-
tially limiting steps. It must also be considered that adsorption takes place in
a fluidised bed, where the mobility of the adsorbent particle represents a further
resistance to the overall adsorption. Finally, the presence of solids in the feed-
stock complicates the situation, since it may impact the bulk fluid flow and so
the residence time distribution in the adsorbent bed.

The intra-particle processes that occur during EBA are widely independent
from the actual process, and our knowledge of established packed bed chro-
matography is immediately applicable. A difference in process performance
when crude feedstreams are processed might, however, arise from the higher
complexity and presence of insoluble components in the crude feedstock 
and the reduction of available adsorbent binding capacity due to blocking of
the surface by adsorbed cells or cell components [25, 32]. The success of
chromatographic separations is closely linked to a low degree of axial dis-
persion and so, depending on the separation task at hand, to a certain mini-
mum plate number of the adsorbent bed. This prerequisite – being highly 
optimised in packed bed chromatography – has been one of the key param-
eters during the development of EBA as a fluidised bed system, where axial 
dispersion is reduced by classification (stratification) within the bed. In a 
simplified form, the settling velocity of an adsorbent particle can be describ-
ed by the Stokes equation (Eq. 1). For beds containing identical adsorbent 
particles, the only system parameter leading to classification and therefore 
to a lower degree of solids mixing is the creation of a voidage gradient within
the bed. Al-Dibouni and Garside [33] found an adsorbent size ratio of
>2.2 – leading to a gradient in the settling velocities of the adsorbents – to be
sufficient for the formation of a stable and “perfectly” classified bed. This 
stabilised bed is characterised by substantially reduced mobility of the ad-
sorbent particles, and its bulk fluid flow characteristics are close to those 
of a well packed bed. For modern adsorbents used in expanded bed technol-
ogy, both the sizes and densities of the adsorbents are varied to ease clas-
sification and ensure a low degree of adsorbent movement within the bed.
A good overview of various hydrodynamic properties of EBA adsorbents 
is given by Thömmes [13], Theodossiou et al [34] and Theodossiou and
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Thomas [35]. Table 1 shows the range in densities and sizes of the EBA ad-
sorbents described in literature.

This approach is, however, challenged by the properties of the applied feed-
stock. In contrast to packed bed chromatography, where particulate free buffer
solutions with viscosities close to that of water are used, the hydrodynamic
properties in expanded beds are influenced by the properties of the crude feed-
stock. Variations in fluid viscosity between buffer solutions and feedstock
might lead to buoyancy induced mixing [36, 37] and changes in the bed expan-
sion, while the adsorption of cell and/or cell debris or the cross-linking of
adsorbents by cell debris or DNA might result in a random change in solid
phase properties. These effects lead to a higher degree of axial mixing, aggre-
gative fluidisation, channelling, or dead water zones within the bed. Such events
may be mitigated by changes in fluid phase properties, such as the adjustment
of pH and ionic strength. It has to be considered, however, that such changes
directly affect adsorption equilibrium and transport processes – and therefore
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Table 1 Properties of expanded bed adsorbents, as described in the literature

Adsorbent Material Core Density Size Reference

Streamline Agarose Quartz 1.2 100–300 [a]
Fastline Agarose Tungsten 2.5–3.5 20–200 [b]

carbide
HYPERZ Zirconium oxide Zirconium 3.2 75 [c, 39]

(gel matrix) oxide
CHT Ceramic hydro- 20/40/80 [d]

xyapatite
PAA Streamline Agarose Quartz n.d. n.d. [40]
Cell-Ti DEAHP Cellulose TiO2 1.21 100–400 [41]
S-HyperD LS Silica (gel matrix) Silica 1.4 100–300 [42]
Cellbeads Cellulose – 1.6 100–200 [43]
CB-NFBA-L Agarose Nd-Fe-B alloy 2.04 140–300 [44]
CN-NFBA-S Agarose Nd-Fe-B alloy 1.88 50–165 [44]
Pellicular-L Agarose Stainless steel n.d. 75–180 [45]
Pellicular-S Agarose Stainless steel n.d. 32–75 [45]
ZSA Agarose Zirconia-silica 1.75 40 [46]
Zirblast Agarose Zirconia 3.85 60–125 [47]
HEG Hydroxyethyl – 1.2 105–355 [48]

methacrylate-
ethylene dimethyl-
acrylate copolymer

FmZr Fluoride-modified Zirconia 2.8 38–75 [49]
zirconia

[a] http://www.amershambisciences.com
[b] http://www.upfront-dk.com
[c] http://www.ciphergen.com
[d] http://www.biorad.com



the overall chromatographic performance. This underlines the importance of
understanding and developing EBA processes in a holistic approach, where the
interdependence of fluidisation quality, the adsorption equilibrium, and trans-
port processes is acknowledged and part of the overall design process.

Finally, due to the lower overall degree of backpressure from the expanded
bed, optimised fluid distribution is required in order to ensure the fast establish-
ment of plug flow within a column used for EBA. The traditional approach of
using horizontal inserts (perforated plates, metal mesh) that produce sufficient
backpressure for fluid distribution may be hampered by clogging from cells 
retained beneath the insert [14, 38, 39].

Provided that the above-mentioned constraints and dependencies are
understood and stable process conditions ensured, EBA operation principles
mimic those established in packed bed chromatography: equilibration, ap-
plication of the feed, wash, elution and regeneration. The main operational
differences between packed and expanded bed adsorption are related to the
differences in the feedstock, where particulate content and changes in density
and viscosity require adjustments in volumetric flow, column height, and the
adaptation of cleaning procedures to the more challenging feedstock composi-
tions. The biochemical engineering aspects and development of Expanded Bed
Adsorption are reviewed in the following sections.

3
The EBA System

3.1
Matrices for Expanded Bed Adsorption

The challenging feedstocks used with EBA systems require new types of ad-
sorbent structures (Fig. 1). Important parameters are size and density, and 
ligand and physical adsorber design. In order to deal with highly viscous feed-
stock or higher flow, an increase in size and/or density is desirable (see Eq. 1,
Table 1).An increase in specific weight is realised either by using a high-density
porous material [40, 51, 52] or by coating a high-density non-porous core with
a porous surface [42, 45, 53] (Fig. 1a, b). As the applied flow increases, the util-
ization of the equilibrium capacity of an adsorbent particle is reduced. A pos-
sible solution to this problem might be the use of pellicular adsorbents consist-
ing of small high-density non-porous adsorbents with a thin polymeric ligand
layer [35, 46, 47, 53, 54] (Fig. 1c). These adsorbents allow higher fluid velocity,
and at the same time exhibit reduced diffusion limitations due to reduced
transport length in the adsorbing layer. It has, however, also been shown that
highly charged PEI chains used as ligand layers on pellicular media lead to in-
creased cross-linking and compaction within the bed [35].A further reduction
of the adsorbent size to increase the surface volume ratio of the adsorbents is,
however, hampered by the commercial flow distributor designs currently avail-
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able. Where perforated plates are used for fluid distribution in EBA columns,
it must be considered that the plate or sieve also serves to retain the adsorbent
particles within the column. Smaller particles, however, require smaller holes
in the flow distribution system, leading to a higher degree of fouling/cell reten-
tion beneath the distributor. Only the scalable system (not limited by particle
size) currently uses a rotating fluid distribution [16, 55].

A different approach to increasing bed capacity at high fluid velocity is the
optimisation of the design of the adsorbent, leading to higher mass transfer
rates within the adsorbent. In an exercise comparing Streamline SP and a hy-
per-diffusive resin S-HyperD LS, Wright et al [43] showed that the distinct
structure of the latter resulted in significantly lower intra-particle mass-trans-
fer resistance and faster protein uptake. This behaviour is in accordance with
findings by Hubbuch et al. [56, 57] that certain adsorbent architectures might,
under optimised conditions, lead to >10-fold faster protein uptake (Fig. 1d).

Adsorbent design has also recently focused upon challenging biomass-
adsorbent interactions. Dainiak et al [41, 58] reported polyacrylic acid-coated
anion exchanges for cell-resistant expanded bed adsorption (Fig. 1e). When
challenging a native and shielded anion exchanger with negatively charged
yeast cells, severe binding and clogging has been observed for the native adsor-
bents, while the shielded adsorbents did not show cell retention. Another ap-
proach is based on the use of ligands with highly specific affinities [59] or hydro-
phobic charge induction ligands that bind proteins under high ionic strength
and elute by a shift in pH (Fig. 1f). The high ionic strength used during ad-
sorption shields the long-range electrostatic interactions and so might prevent
cell binding [60–62]. A good overview of the impact of physical and topo-
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Fig. 1 Schematic overview of matrices used in expanded bed adsorption. a Polymeric 
adsorbent with high density core; b porous high density adsorbent; c non-porous adsorbent
with small polymeric surface grafting. Special design features in order to: d enhance uptake
rate; e and f minimize cell adsorption



graphical adsorbent characteristics on the recoveries of plasmids, viruses or
other nano-particulates is given by Zang et al [63], Thwaites et al [48] and
Theodossiou and Thomas [35].

3.2
Hydrodynamic Principles

The hydrodynamic characterization and mathematical description of liquid
fluidised beds has been one of the major ways of understanding EBA. Below, a
short overview of the principles are given, and some misconceptions about
relevant topics in the EBA literature are described. For a more in-depth cover-
age of this field, an excellent review on the hydrodynamics of liquid fluidisa-
tion has been written by Di Felice [64].

3.2.1
Bed Expansion

In a simplistic picture, the fluidisation of a settled bed of adsorbents can be
divided into three stages. At very low flow – when the column backpressure is
lower than the gravitational force of the adsorbent particles – the settled bed
behaves like a packed bed. With increasing flow rate, and so increasing back-
pressure in the column, a point is reached where the gravitational force of the
particles is in equilibrium with the backpressure in the column. This point is
characterised by the minimum fluidisation velocity umf which causes the par-
ticles to separate from each other and so form a fluidised bed. With a further
increase in the flow, the backpressure in the column remains constant while the
degree of bed expansion is increased. The terminal settling velocity of a single
adsorbent is determined by its settling velocity ut. In a simplified approach, the
settling velocity is determined by a force balance comprising the gravitational
force, the buoyancy, and the flow resistance of the adsorbent particle. In the
creeping flow range (Ret£0.2) the terminal settling velocity ut can be described
by the Stokes law:

(Çp – Çl) d2g
ut = 09 (1)

18h

Here Çp and Çl are the densities of the adsorbent particle and fluid phase re-
spectively, while d is the adsorbent diameter, h is the fluid viscosity and g is the
gravitational force. The true terminal settling velocity is, however, greatly in-
fluenced by wall effects, interactions between neighbouring adsorbent par-
ticles, and by interactions of the adsorbent particles with particulate compo-
nents of the feedstock, like cells or cell components.At a given superficial fluid
velocity, the bed will equilibrate to a certain expansion reflecting the terminal
settling velocities of the adsorbent particles, which are in equilibrium with the
interstitial velocity of the fluid in the bed. By increasing the superficial velocity
the bed is further expanded, leading to an increase of the cross-sectional area
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available for fluid flow – increased voidage – while the range of interstitial fluid
velocities in the bed remains constant. At the point where the superficial velo-
city reaches and exceeds the terminal settling velocity of the single adsorbent
particle a “wash out” (hydraulic transport) of the particles by the fluid stream
is experienced.

Experimental investigations into the particle size distribution within the
EBA systems have confirmed the above picture [65, 66]. It was found that the
particle size remained approximately constant in the radial direction, while
decreasing with increasing height, leading to a voidage change within the bed
from 0.39 to near unity [66].

The degree of bed expansion is generally measured by a bed expansion fac-
tor describing the ratio of settled bed height to expanded bed height. Richard-
son and Zaki [67] developed a simple relationship describing the bed expansion:

u0
4= en (2)utc

Here us is the superficial fluid velocity, utc the corrected Stokes settling velocity,
e the bed voidage, and n is the Richardson-Zaki parameter. It has been further
shown by Richardson and Zaki [67] that within the range of particle Reynolds
numbers (Rep) applicable in EBA, n is only a function of the d/D (particle
diameter/column diameter) ratio and the respective magnitude of Rep. Further
theoretical approximations for n can be found in Al-Dibouni and Garside [33],
Hartman et al [68] or Martin et al [69]. During numerous experimental investi-
gations into EBA systems it has, however, been shown that Eqs. 1 and 2, as well
as the theoretical approximations for n mentioned above, are not valid when
realistic feedstock is applied to an EBA system (see Fig. 2), and so utc and n have
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Fig. 2 Literature data on the Richardson-Zaki parameter n determined during EBA
processes in comparison to the predicted value derived from the original Richardson-Zaki
approach [67]. Squares: 5% deviation; circles: 10% deviation; triangles: 15% deviation; line:
predicted value. Data points were taken from [23, 25, 29, 32, 50, 51, 71–77]



to be determined experimentally for each individual system. Given the strong
influence of the biomass-adsorbent interaction, in a system comprising crude
feedstock utc does not represent the Stokes settling velocity but an extrapolated
value for an average settling velocity of a single adsorbent particle under the
given fluid phase conditions and the respective implications arising from bio-
mass/adsorbent interactions.

Furthermore, Lin et al [70] showed that the n value is also a function of the
actual adsorbent type – probably related to inter-particle repulsion of the
charged adsorbents. The variability of experimentally-determined n values is
shown in Fig. 2, where 66 results from 15 literature references are compared to
the n values predicted by the Richardson and Zaki [67] approach. From the 
deviations of experimental values to theoretical predictions it becomes evident
that Eq. 2 can only be used for EBA process design when utc and n are measured
experimentally.

3.2.2
Bed Stability/Fluid Mixing

Numerous studies in packed bed chromatographic systems have extensively
shown that the performance of a chromatographic separation process can be
severely affected by axial dispersion in the liquid phase. The evaluation and
quantification of axial mixing is traditionally carried out by performing resi-
dence time distribution analysis. Due to the dynamic picture in a fluidised bed
when compared to a packed bed – moving adsorbent particles, variation in
feedstock viscosity, particulates containing feedstock – the analysis and control
of mixing effects is an essential task during process development.

Among many others, four parameters – Bo, Dax, N, and HETP – might be 
derived from RTD analysis describing liquid mixing in an EBA system. Using
this analysis, the system is described for all parts (piping, flow distributor,
fluidised bed, column outlet) situated between the inlet of the tracer and its 
detection. The most common number determined is the Bodenstein number
(Bo), which describes mass transfer in flowing fluids.As fluid side mass transfer
in EBA systems is closely related to the mixing of the adsorbents and Bo is often
used to describe just this, the usage of this number might therefore not be com-
pletely correct. It was pointed out by Levenspiel [79] that the correct descrip-
tion of the dimensionless number derived from RTD measurements in EBA
systems should be the reciprocal of the vessel dispersion number, and that
neither the Peclet number (Pe) for heat transfer nor the Bodenstein number
[Bo] for mass transfer gives a correct description. The actual value of the dimen-
sionless number, however, remains the same regardless of its description, and
so Bo is used in the following, as in the majority of EBA publications.Another,
more common approach in chromatography to express data derived from RTD
analysis is the use of the tanks in series model, where the axial mixing is 
expressed as number of theoretical plates N, or when normalised to the length
of the bed as the height equivalent of a theoretical plates HETP. As a rule 
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of thumb, a Bo number >40 describes a sort of plug flow with negligible dis-
persion.

During the early years of EBA development, numerous studies were per-
formed to evaluate the axial mixing and to characterise the quality and influen-
tial parameters for EBA distribution systems (see below), the size distribution
and density of adsorbents [77], the fluid velocity [51, 77] and the feedstock
viscosity [80]. This allowed a qualified optimisation and understanding of the
influential parameters in clear systems.When applying crude feedstock to EBA
systems it became apparent, however, that fluidisation might be impaired by the
characteristics of the applied feedstock, such as biomass type and concentra-
tion, ligand characteristics, ionic strength and pH. This necessitates an analyt-
ical technique to describe the influence of these feedstock parameters on the
residence time distribution, representing the quality of fluidisation of adsor-
bents in real biotechnological suspensions.As the presence of biological partic-
ulate matter precludes the use of traditional tracers like acetone, initial studies
were performed using the fluorescent signal of tryptophane – applicable for up
to 7.0–8.0% wet weight biomass concentration – to overcome these limitations
[81]. Industrial feedstock contains a higher biomass concentration, compatible
with fluorescence detection. In this context, it was shown by Fernandez-Lahore
et al [82] that the use of selected ions (Li+ and Br–) in combination with ion
selective electrodes (ISE) allows RTD analysis in crude feed streams of up to
20% wet weight biomass concentration. This method consequently led to a
better understanding of the influence arising from crude feedstock on EBA
process performance [31].

3.3
Fluid Distribution

Traditionally, fluid distribution in chromatographic systems is ensured by
creating a sufficiently high axial backpressure to evenly distribute the fluid in
the radial direction. In conventional chromatography systems, the high back-
pressure along the packed bed assists significantly in the actual fluid distribu-
tion. The most important difference between packed bed and EBA systems,
however, is the reduced pressure drop across the bed in EBA and the need for
a very even radial fluid distribution at the column inlet to support the forma-
tion of the fully classified (expanded) bed. The latter highlights the need for 
optimal fluid distribution at the inlet of the column. There are currently four
different approaches discussed in the literature (Fig. 3).

3.3.1
Distribution Based on the Creation of Back Pressure

Flow distribution based on the creation of backpressure represents the initial
approach used in EBA development. Sufficient backpressure is realised by
introducing perforated plates (PPD) [26, 53, 83], metal meshes [29], glass frits
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[84], or a bed of balatoni glass beads at the inlet of the column [51, 76] (Fig. 3a).
This technique has been successfully implemented on EBA columns from
2.5 cm to 1 m in diameter [85]. It was, however, shown by Bascoul et al [86] that
the actual fluidised bed acted as a fluid distribution system and that an in-
creased bed height might therefore lead to good EBA performance irrespective
of the flow distribution system used. This is confirmed by data presented in
Fig. 4 showing that all of the investigated flow distribution systems led to an
acceptable fluidisation of the bed. The two major drawbacks of these systems
are, however, that such a backpressure-related distribution system introduces
mechanical strain (creating a filtration effect), and that it is restricted to ad-
sorbent particles of a certain size. It was found for example by Feuser et al [87]
and Gehant et al [88] that the cells were mechanically filtered from the feed
solution by a distributor net (stainless steel, 70 mm mesh size). PPD systems
might therefore restrict fluid flow, cause turbulence [15], leading to a pressure
increase [89] and deteriorated flow distribution. To avoid this build up of cells
under the distributor plate, Hjorth [14] recommended that the system should
be back-flushed intermittently for approximately 5 s (every 10/30 min). Further,
it was reported by Bai and Glatz [90, 91] that a major problem in the applica-
tion of EBA for plant extracts was found in the blockage of the bed support/
flow distribution mesh at the column inlet, necessitating centrifugal or filter
steps prior to EBA.A more open structure for the various distribution systems,

112 J. Hubbuch et al.

Fig. 3 Schematic overview of different fluid distributor types used in EBA



which would reduce the biomass filtration effect is, however, not feasible, since
it would also act as a retention system for the adsorbent particles and restrict
the application of smaller adsorbent particles with improved performance.

3.3.2
Distribution Based on Conical Flow Distributors

Conical flow distributors facilitate an increase in the cross-sectional area while
simultaneously maintaining plug flow characteristics (Fig. 3b). The latter is,
however, restricted to rather steep inlet angles (~5.5°) and so exhibits an un-
favourable height to cross sectional-area ratio for large scale applications [92].
The only means of covering a larger area is the use of multiple cones in parallel,
and therefore, multiple inlets for the feedstock [39]. Furthermore, a complex
sealing system might be necessary to prevent adsorbent particles from falling
back into the feeding pipes.

3.3.3
Distribution Using a Localised Mixing Device

An alternative solution, that introduces the processing liquid from side-ports,
has been reported for columns up to 40 cm in diameter (Fig. 3c). The distribu-
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Fig. 4 Literature data on the Bodenstein number (Bo) reported for various adsorbent/fluid
distributor systems. Data points were taken from [14, 23, 29, 32, 51, 55, 76, 77, 80, 84, 92]



tion of the fluid is ensured by a mixer positioned at the lower section of the
column [93]. The idea of the LM-system is to create a well-mixed region in the
lower section of the column, which is required to evenly distribute the fluid
entering and to prevent channelling or jetting into the stable section of the bed
above. However, the feasibility of this technology has been questioned for 
large scale applications in particular [15, 94]. Studies with column diameters
from 60 cm to 1.5 m confirmed the limited scalability of these systems [95].
Furthermore, a clear reduction in the bed capacity could be observed due to the
rather large mixing zone created in the lower section of the bed.

3.3.4
Distribution Using a Rotating Fluid Distributor

The rotating fluid distributor is based on the equal distribution of the feedstock
by means of slowly rotating pipes [16, 55]. The feedstock enters the distribu-
tion system through one central port and is than distributed into 12 tubular
pipes (dp=20 mm), which are sealed at the end and have fluid outlet holes
(dout=3 mm) facing the base of the column. The high fluid velocities through
the outlet holes create a turbulent zone beneath the rotating pipes over the
cross-sectional area.After rising through this zone, which is mainly defined by
the height of the distributor blades above the column base (currently 2–3 cm),
a uniform fluid front is developed. The system has been under investigation up
to a column diameter of 1.5 m and combines several advantages: fluid distribu-
tion without the need for porous nets, compatibility with any size of adsorbent,
and good scalability. Modifications of this approach are currently being inves-
tigated for commercial use [96].

4
Biomass-Adsorbent Interactions

The interactions between the suspended solids and the fluidised adsorbent
particles can be sub-divided into contributions from the transport or collision
probability of the two entities and the probability of adsorption onto the ad-
sorbent particle surface. This is analogous to the mechanistic picture describ-
ing deep bed filtration processes [97]. The collisions of biomass particulates
with adsorbent particles can be described by a number of mechanisms, namely
straining, interception, diffusion, hydrodynamic interactions, and electrostatic
interactions.Actual system parameters, such as size and density of the biomass,
the bed voidage, and the flow regime within the bed may influence the collision
probability significantly [98, 99]. The probability of adsorption and retention
is clearly influenced by the interplay between electrostatic-, hydrophobic- and
van der Waals interactions and the hydrodynamic shear stress acting on the 
adsorbed particulates. In order to design and operate robust EBA processes,
it is of utmost importance to minimise biomass-adsorbent interactions.
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4.1
Methods for the Evaluation of Biomass-Adsorbent Interactions

Various methods have been developed to analyse the extent of biomass-
adsorbent interactions. These can be divided into tools that examine the amount
of cell adsorption on the adsorbent particle under various fluid phase condi-
tions, analysis of the physical characteristics (size and surface charge) of the
particulates, and investigations into the influence of feedstock composition on
the stability of the expanded bed under realistic process conditions (Fig. 5).

Finite bath experiments are carried out in small well-mixed batch reactors
where a dilute suspension of biomass is incubated with the adsorbent particle
under defined fluid phase conditions. The cell concentration in solution is then
monitored by measuring the evolution of the turbidity over time [31, 100]. Ex-
periments with increasing ionic strength buffer clearly confirmed the influence
of electrostatic attraction on the diffusion-controlled adsorption process of the
cells on the adsorbent surface. From a great number of experiments it could 
be concluded that – as a rule of thumb – a decrease of less than 10% of the cell
concentration after 10 min could act as a threshold parameter indicating sys-
tems with critical biomass adsorbent interaction.A more quantitative analysis
can be obtained using a kinetic expression proposed by Daniels [101]. This
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Fig. 5 Methods and obtained parameters for the evaluation of biomass-adsorbent inter-
actions



method can be used for the initial screening of possible adsorbents and reaction
conditions for a given capture step due to the ease of operation and small scale.

A more realistic and therefore sensitive method is the pulse-response
method [38, 87]. This analysis is based on the retention of a dilute pulse of
biomass by an equilibrated and expanded adsorbent bed. The cell transmission
index (CTI) describing the extent of biomass adsorption interactions is defined
as the fraction of biomass leaving the column for a given system. It has been 
reported that a CTI value greater than 0.9 might act as a threshold indicating
suitable operating conditions for EBA, while systems with considerably lower
CTI values indicate problematic systems, which should not be considered for
further development [31].

A direct link between the CTI and the physical parameters of the system has
only recently been established. It was shown by Lin et al [102] that by combin-
ing the interactions resulting from the effective surface charge of the adsorbent
(represented by the zeta-potential of the adsorbent za), the effective surface
charge of the biomass (zb), and the size (d) of the biomass under investigation,
a parameter (–za zb d) can be derived which is directly related to findings from
CTI analysis. By investigating cells and homogenates of S. cerevisiae and E. coli,
a parameter value of (–za zb d)~120 (under the given experimental conditions)
was found to correspond to a CTI value of 0.9. This approach offers not only a
fast screening method but might also be applied to the in-process control of
new fermentation batches prior to their application to an EBA system.

The fourth analytical technique allows the transition from diluted cell
suspension to the real process feedstock. Using this transition, the effect of the
biomass concentration on the extent of biomass/adsorbent interactions is
captured. The method is based on an RTD analysis in a system challenged 
with a real feedstock under the exact operating conditions of the EBA process
[81, 100]. Applying a pulse of a non-interacting tracer facilitates analysis 
using an advanced RTD model originally introduced by Villermaux and Swaaij
[103]. In this model, the bed is virtually divided into a stable fraction j charac-
terised by a Pe number and a region with non-ideal fluidisation behaviour
(1–j). Systems exhibiting j values of greater than 0.8 were reported to result
in successful EBA processes [31].

4.2
Phenomenological Picture of Biomass-Adsorbent Interactions

The phenomenological picture of biomass-adsorbent interactions can be
envisaged in several ways. The retention of small debris on the adsorbent sur-
face – either reversible or irreversible – might lead to a reduced capacity of the
adsorbent as well as to a reduction in the expansion factor during the loading.
The latter might, however, also be connected to an increasing protein load on
the adsorbent.

The bed expansion can be seen as a first indicator of biomass adsorbent 
interactions. It is for example well known that DNA in solution might act as a
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bridging agent leading to agglomerates of adsorbent particles. Theodossiou 
et al. [34] showed that a clear correlation between the adsorbent structure, the
amount of bound DNA, and the respective expansion of the bed existed. From
a characteristic decline followed by an incline of the bed porosity with an 
increasing amount of DNA applied in the feedstock they concluded that a re-
arrangement of the DNA strands on the adsorbent surface leads to a repulsion
of the loaded adsorbents. Lin et al [70] showed that with increasing biomass
concentration a sudden and significant increase of utc and n is obtained, in-
dicating a strongly interacting system.

The aggregation of adsorbents due to bound cells/cell debris or bridging
DNA might lead to a significantly reduced capacity, increased mixing within
the bed and/or channelling effects [81]. The latter picture might, however, also
arise from an uneven flow distribution due to fouling and clogging of the flow
distributor [39].

The expansion behaviour described above was correlated by Lin et al [70] to
the PDE data describing the fraction of aggregation within the bed. A clear
correlation existed identifying three sections – non-interacting, intermediate,
and aggregative – within the studied system. The affiliation of a system to one
of these groups was clearly influenced by the susceptibility towards biomass/
adsorbent interactions (represented by the CTI) as well as biomass concentra-
tion and adsorbent type.At an extreme case of biomass-adsorbent interactions
the expanded bed collapsed.

5
Process Development

EBA process development requires a detailed understanding of the influencing
parameters and their interrelation, given the complex feedstock and the re-
duced parameter flexibility due to the integration of two formerly independent
unit operations. One of the most important pre-requisites for successful process
development is the characterisation of feedstock properties, the evaluation of
possible influences on EBA performance arising from the feedstock composi-
tion, and the influence of changes occurring during cultivation and/or homo-
genisation steps prior to feedstock application (Fig. 6). Calado et al [104] report-
ed for example that the media composition for the cultivation of S. cerevisiae
played a significant role in the achieved bed capacity during the recovery of
cutinase. By reducing the amount of yeast extract, a 6.7-fold higher usable bed
capacity could be reached. Batch to batch variations – pH, ionic strength,
biomass concentration and surface characteristics, product concentration –
during cultivation might further pose a severe impact on EBA performance.
Brixius et al [98, 99] showed that the actual homogenisation conditions that im-
pact on characteristic homogenate properties such as debris size and surface
charge play a major role when optimising EBA performance. A decrease in
debris size was generally accompanied by a reduction in the effective surface
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charge, leading to a reduction in both the collision probability between the cell
debris and the adsorbent and the probability of retention on the surface. It was
therefore concluded that homogenisation should be optimised not only for
high product release but also for low biomass-adsorbent interactions in the
subsequent purification step. Further, Gehant et al [88] showed that buffer con-
ditioning prior to the homogenisation step – in contrast to post-homogenisa-
tion conditioning – led to a significant decrease in screen fouling at the column
inlet.A methodological design approach for efficient EBA process development
has been provided by Lin et al [31] and Sonnenfeld and Thömmes [105]. This
approach is shown schematically in Fig. 6. Initially, promising systems are iden-
tified based on a simultaneous analysis of adsorbent capacity for the respective
product – isothermal characterisation – and their susceptibility for biomass 
adsorbent interaction – batch adsorption studies of cells/cell debris and pulse-
response analysis. To further evaluate the influence of realistic feedstock condi-
tions on the respective adsorbent bed, RTD analysis of the system is performed
during the application of the feedstock. Only systems showing a low degree of
axial dispersion or channelling and therefore stable expansion are further in-
vestigated for expansion characteristics and chromatographic breakthrough
performance. The experimental effort of the latter can be minimised by the use
of appropriate model descriptions. In this context, the model of Hall et al [106]
was proven to be a good and robust approximation for the prediction of sorp-
tion efficiency in EBA. It is based on the simulation of breakthrough behaviour
of molecules exhibiting an irreversible or very favourable isotherm under the
precondition that internal and external transport are the only limiting param-
eters determining sorption efficiency. For the application of this model, an
equilibrium capacity Qeq and the apparent particle-side transport coefficient De
must be determined, while the fluid side transport coefficient kf is estimated
from literature correlations [107, 108]. The feasibility of this strategy has been
shown in case studies for the isolation of formate dehydrogenase from an E. coli
homogenate [109], the isolation of recombinant human insulin from whole
broth of S. cerevisiae [99], as well as the recovery of an antibody from a high cell
density CHO culture [105].

Further – economical – optimisation of existing EBA processes can be per-
formed by reducing buffer consumption and avoiding mixing within the column
due to density differences of subsequent feed streams. Bai and Glatz [90] 
reported reduced bed capacities due to an increased dispersion of in the bed
after applying viscous plant extracts. Furthermore, it was shown by Fee and
Liten [36] and Fee [37] that buoyancy induced mixing results in increased
buffer consumption. The authors reported an optimised strategy that used a
short plug of density-enhanced buffers for efficient washing procedures. Finally,
Walter and Feuser [110] showed that bed capacity, regeneration and therefore
the life cycle of the adsorbent represented one of the most important param-
eters during the economical evaluation of EBA processes, and that EBA technol-
ogy might lead to an economic advantage, reducing the cost of manufactured
goods on a single unit operation basis by about 50%. It was, however, also
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pointed out that the use of preexisting conventional large-scale equipment may
reduce this margin in favour of conventional steps.

6
Concluding Remarks

The understanding and predictability of EBA processes has advanced consid-
erably over the last few years, paving the way toward rational process design.
A prerequisite for successful EBA design is, however, a good understanding of
the interrelated parameters arising from the fusion of fluidised bed hydro-
dynamics, mechanisms of cell-surface interactions, and chromatographic prin-
ciples. In order to evaluate this complex interplay, a variety of tools are now
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available to derive technical and economic data for a sound evaluation of
process options. A reliable and robust EBA process might therefore lead to 
increased overall yield combined with reduced operational time.
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1
Introduction

Three intermeshing operational steps are usually necessary for the develop-
ment of biotechnological production processes: the manufacture of the bio-
catalyst (biocatalyst design), optimization of the reaction conditions (medium
design), and bioprocess development up to the technical scale (bioprocess de-
sign). While the first two operational steps are carried out with the aid of sim-
ple batch reactors (shaken microtiter plates and/or shake flasks) operated in
parallel, the development of the production process is implemented in the con-
trolled laboratory stirred-tank reactor. Converting process results achieved in
uncontrolled batch reactors into a high-performance, controlled fed-batch
process corresponding to the present state of the art is generally an extremely
labor-intensive and time-consuming task. A significant reason for this is the
difficulties encountered in extracting process information, as well as the often
problematic scale-up from the shake flask reaction system into the sequen-
tially-operated laboratory stirred-tank reactor. The challenge is to transfer
progress in molecular biotechnology (sequence analysis, metabolic design, pro-
tein design, …) into economical production processes as quickly as possible.
Even today, a decade or more is still required to realize biotechnological
processes industrially. On the basis of this industrial experience, it has been
stated that [1]:

“Time-scale has now become possibly the most critical aspect in meeting the
needs of the pharmaceutical industry … The key determining factor now is not
the identification of an appropriate enzyme but the speed of scale-up …The
importance of integrated process development is the key lesson.”

Controlled parallel reactor systems (see Fig. 1) could increase the speed of
scale-up. They allow the development of fed-batch processes at early stages of
the process development, and so contribute to the integration of biocatalyst 
design, medium design and bioprocess design.

2
Parallel Bioreactors

2.1
Shake Flask

The classical parallel reactor used for biotechnology is the shake flask. Here,
Erlenmeyer flasks with a total volume of 100–5000 ml are used, which are pro-
vided with a sterile closure.With the aid of autoclave-capable, deep-bed filters,
convective gas exchange between the headspace of the shake flask and the en-
vironment (and therefore contamination from external microbes after steril-
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ization) is prevented. Up to several hundred shake flasks can be attached to a
base tray for the cultivation of microorganisms in temperature-controlled in-
cubators. The base tray with the shake flasks is moved in a circular motion with
an equipment-specific eccentricity (2.5–5 cm) at rotational speeds that may
reach >300 rpm. The power input from the rotary motion passed to the flask
system via the walls of the shake flasks causes the reaction mixture to mix and
for heat and mass to be transferred [2].

The most important reaction-engineering differences between the simple
shake flask without baffles and the stirred-tank reactor are: (i) the small ratio
of the maximum local energy dissipation in the shake flask to the mean power
input – the power consumption in the shake flask is much more evenly dis-
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Fig. 1 Scheme for parallel bioreactor systems. Shaken bioreactors: microtiter plate, shake
flask. Sparged bioreactor: small-scale bubble column. Stirred bioreactors: stirred-tank reac-
tor unit, stirred-tank (stirred column is not indicated). The parallel bioreactors on the right
(shake flask, small-scale bubble column, stirred-tank) can be used with an intermittent feed-
ing and pH-control device (see Fig. 2). The parallel bioreactors on the left can be operated
with a liquid handling system (see Fig. 10)



tributed than in the stirred-tank reactor [3, 4]; (ii) the lack of control of im-
portant process variables (such as pH and pO2), and; (iii) smaller maximum
oxygen mass transfer coefficients, due to the surface aeration in the shake flask:
<0.1 s–1 compared to <0.35 s–1 [6].

Most ways of modifying the reaction-engineering properties of shake flasks
relate to an improvement in the mass transfer between the gas phase outside
the shake flask and the liquid phase inside the shake flask. To this end, in one
investigation a convective gas exchange between shake flask and environment
was implemented, instead of the usual diffusive gas exchange. In the simplest
case, the Erlenmeyer flask was replaced by a cylindrical or quadratic reaction
vessel, which had a thin sterile membrane that enabled gas exchange with the
environment, and that covered the whole capacity at the top of the vessel [7].
As a result of the larger exchange surface than the shake flask, and the abridged
diffusion path, the diffusive gas exchange between the reaction vessel and the
environment was improved. By shaking these reaction vessels in the incubator,
convective mass transfer was achieved through the thin sterile membrane, in
addition to improved diffusive mass transfer. Using this arrangement, an over-
all oxygen mass transfer coefficient of 0.07 s–1 was measured at a rotation speed
of 200 rpm (an increase of a factor of four compared to a 1000 ml shake flask).

Although the direct convective gas exchange requires more complex ap-
paratus in every shake flask (the injection of sterile gas via a needle into the
head space of the shake flask [8, 9]), the significant advantage of this direct con-
vective gas exchange is the possibility of influencing the oxygen transfer rate
in the liquid phase, by adjusting the oxygen content in the added gas. In this
way, the same oxygen transfer rates can, in principle, be achieved in the shake
flask as in a stirred-tank reactor with air sparging.

2.2
Shaken Microtiter Plates

Microtiter plates are plastic (polystyrene or polypropylene) or glass plates with
stamped cylindrical indents (“wells”). The usual microtiter plates applied for
the cultivation of microorganisms have up to 96 wells with working volumes of
up to several 100 ml per well. Microtiter plates are used, along with microtiter
plate spectrometers and liquid handling systems (lab-robots), for the automa-
tion of wet-chemical analyses and for automated measurements of the growth
of cells and microorganisms (turbidimetric analysis).As well as the automation
of toxicological investigations, the parallel cultivation of microorganisms 
enables time-effective screening of strains or reaction conditions in shaken 
microtiter plates [10].

For batch cultivation of microorganisms in wells, microtiter plates must be
moved in circular paths, analogous to shake flasks, with rotation speeds of
up to 300 rpm and an eccentricity of 50 mm or with rotation speeds of up 
to 900 rpm and an eccentricity of 6 mm, in order to produce both sufficient
mixing and sufficient oxygen transfer rate by means of surface aeration [11].
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Oxygen transfer capacities analogous to shake flasks are possible in microtiter
plate reactors. Higher oxygen mass transfer rates (up to 0.1 s–1) can be achieved
in deep-well microtiter plates at high rotation speeds, if the liquid volume is
small. In this case most of the liquid forms a thin film on the wall of each well.
It should be noted that the operating conditions commonly used for shaking
machines will not produce the same oxygen mass transfer capacities in mi-
crotiter plates as in shake flasks.

Microbial growth can only be monitored in microtiter plate reactors, how-
ever, up to cell densities of 0.2–0.3 g l–1, if the cell density is recorded directly
with a microtiter plate spectrometer, using turbidimetric analysis.

2.3
Parallel Stirred-Tank Reactors

In order to be able to operate as many as possible stirred-tank reactors in
parallel, small stirred-tank reactors have been combined into units of 4–6
reactors.With a working volume of 300–500 ml, all important process variables
(temperature, stirrer speed, pH and pO2) can be individually controlled in each
stirred-tank reactor operated in parallel. The power is generally fed in using
magnetically-coupled stirring bodies. In most cases, the oxygen mass transfer
coefficient is as lower, as in stirred-tank reactors individually operated on a
semi-technical scale, especially if the stirrer bar is operated at the bottom of the
vessel. The expenditure on apparatus is considerable: 18 pumps are needed for
6 miniaturized stirred-tank reactors if an individual substrate feeding should
also be enabled, as well as the acid and base addition for the pH control.

2.4
Parallel Bubble Columns

Bubble columns represent mass transfer and reaction equipment in which a gas
phase and a liquid phase are brought into contact. The gas phase is dispersed
in the liquid phase in the form of bubbles. Bubble column reactors are charac-
terized by their simple construction and the absolute absence of any mechan-
ical moving equipment. Small-scale bubble columns with a diameter of 6 cm
and a working volume of 100–300 ml are employed simply as “shake flasks
without shaker” [12–14]. In contrast to the shake flask, a decrease in the liquid
volume is not required to achieve high oxygen transfer rates, and an interrup-
tion of the gas supply through off-line sampling is avoided.

The choice of the gas distributor and its design are critical for mass trans-
fer in bubble columns. The simplest possibility for gas dispersion is provided
by static spargers, such as perforated plates or sintered plates. The latter are
particularly well suited for obtaining small gas bubbles and homogeneous bub-
ble distributions across the entire column cross-section. The oxygen mass
transfer coefficient is a function of the superficial gas velocity and the average
pore diameter of the sparger [15]. The increase in the mass transfer coefficient
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is particularly pronounced for small pore diameters and high superficial gas
velocities.An oxygen mass transfer coefficient of 0.2 s–1 has been theoretically
and experimentally estimated for a superficial gas velocity of 0.7 cm s–1 and a
pore diameter of 10 mm (non-coalescing Newtonian fluids with low viscosities).
Consequently, significantly higher oxygen mass transfer coefficients than in the
shake flask can be achieved under optimum conditions for pore diameters be-
low 20 mm and superficial gas velocities above 0.4 cm s–1.

The power input in small-scale bubble columns increases with rising su-
perficial gas velocity, and slightly increases with decreasing average pore di-
ameter of the static sparger [15].At a fluid column height of 7 cm, for example,
a power input of 100 W m–3 is achieved at a superficial gas velocity of 0.4 cm s–1

with an average pore diameter of 10 mm. This is rather low compared to the
power inputs of stirred-tank reactors, which are generally above 1000 W m–3.

A reaction-engineering comparison of the shaken microtiter plate, the shake
flask, the small-scale bubble column, and a stirred-tank reactor indicates that
the small-scale bubble columns should be classified between shake flasks and
stirred-tank reactors with respect to the number of parallel reactors, working
volume, and oxygen transfer (see Table 1). Only with respect to the maximum
power input is this classification incorrect: the maximum power input of a
small-scale bubble column amounts to 200 W m–3 and is therefore more than
one magnitude below the maximum possible power input to shake flasks
(4500 W m–3), which is of the same order of magnitude as in stirred-tank re-
actors [3].As a consequence, biological systems in which the (local) energy dis-
sipation influences the reaction may show a different process performance in
small-scale bubble columns. Examples are microorganisms whose morphology
depends on the energy dissipation in the reactor: in the case of low energy dis-
sipation, pellets may be formed with diameters of several millimeters. The mor-
phology and the resultant mass transfer limitations in the pellet may often in-
fluence the biological reaction.

Another consequence of the low power input in small-scale bubble
columns is that the parameters that characterize the mass transfer may be sen-
sitive to changes in physical properties during the reaction. In particular, the
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Table 1 Reaction engineering comparison of shaken microtiter plates, shake flasks, small-
scale bubble columns and parallel stirred-tank reactors used in the parallel cultivation of
microbial cells

Microtiter Shake flask Bubble Stirred-
plate column tank

Number of parallel reactors ~1000 ~100 <16 <6
Working volume (mL) <1 <100 <300 ~500
Power input, (W L–1) ? <4.4 <0.2 <8
Oxygen mass transfer <0.1 <0.1 <0.2 <0.35

coefficient (s–1)



surface tension of the reaction medium has a greater influence on small-scale
bubble columns than on the shaking flask or the stirred-tank reactor. The sur-
face tension in small-scale bubble columns essentially determines the primary
bubble diameter at the static sparger,and therefore the average bubble diameter,
the bubble rising velocity and the gas hold-up in the reaction medium. All of
these parameters influence the oxygen mass transfer coefficient.

One possible way to overcome any problems that arise that may be related
to a lower power input is to use magnetic stirrers, which can easily be used in
small-scale bubble columns [16].

3
Parallel Feeding Technology

3.1
Early Approaches

Initial approaches to parallel fed-batch process control in shake flasks were
published as early as the beginning of the 1950s [17].With the aid of an “incre-
ment-fed shaker system”, one substrate could be fed simultaneously to up to 
40 shake flasks. In this case, every shake flask was connected to an system that
could inject 50 ml of substrate. The pistons in all injection systems were moved
with the aid of a stepping motor, where the mechanical piston stroke was 
transmitted via correspondingly shaped feeding disks to 8 injection systems
arranged in a line in each case. The shape of the feeding disks and the speed of
the stepping motor determined the feeding profile. Over 24 hours, up to 50 ml
of substrate can be fed into a shake flask.

Simple diffusive processes were also employed as an alternative to the
convective feeding of substrates to shake flasks [18]. Pellets of concentrated
substrates were formed and coated with a polymer, which allowed the dif-
fusive transport of the enclosed substrate. With the aid of this diffusive sub-
strate feeding, it was also possible to realize the smallest feeding quantities.
However, scale-up of the “optimum” number of substrate pellets in the shake
flasks into a substrate feeding profile in the stirred-tank reactor proved dif-
ficult.

A modernized variant of the increment-fed shaker system was realized with
the aid of multi-channel injection pumps [19]. The shake flasks were connected
with substrate filled injection systems, which were inserted into multi-channel
injection pumps. With the aid of this parallel proportioning technology, con-
tinuous substrate volume flows of a minimum of 160 ml h–1 could be realized.
Also, different substrate quantities could be fed in with a multi-channel injec-
tion pump, through the selection of different injection diameters.

Requirements for a feeding technology for a maximum high number of
parallel small-scale reactors are: (i) small feeding volumes; (ii) feeding accuracy
that is adapted to the small reaction volume; (iii) sterile feeding, and; (iv) pH
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control of the individual small-scale reactors. It is necessary to maintain a
physiological pH value in individual parallel small-scale reactors in many cases
in the single batch approach.Additional feeding of substrates (and therefore the
subsequent increases in cell density and product and secondary product con-
centrations) generally makes individual pH control mandatory. The possibil-
ity of maintaining physiological pH values through the integration of suitable
buffer systems is very unlikely. This means that the parallel feeding of a 
substrate in small-scale reactors is generally only appropriate if a parallel pH
control is also available.

3.2
Intermittent Feeding and Parallel pH Control

A valve distributor enables the fed-batch operation of parallel reactors using
only one high-precision piston pump (see Fig. 2). If a pre-determined substrate
quantity should be dosed into a reactor with the aid of the precision pump, the
corresponding 2/2-way valve is opened, the necessary substrate quantity is
dosed, and, after releasing the discharge pressure built up during the feeding
procedure, the previously-opened 2/2-way valve is closed. This ensures that 
the quantity supported by the pump is also fed exactly into the respective
small-scale reactor [20]. Parallel feeding into small-scale reactors is imple-
mented intermittently, and every individual feeding is linked to the minimum
feeding quantity of the equipment employed. This means that the required
feeding quantity time-profile is approximated in the form of a step function
(see Fig. 2).
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Fig. 2 a Scheme for the intermittent feeding assembly for individual substrate or base/acid
addition into up to 16 small-scale bioreactors. b Scheme for the approximation of a pre-
defined feeding profile with the intermittent feeding assembly



The accuracy of this intermittent feeding is dependent on: (i) the minimum
feeding quantity; (ii) the maximum feeding speed; (iii) the necessary delay 
after a feeding procedure, and; (iv) the number of parallel reactors.

The minimum feeding quantity depends on the “step resolution” of the
piston pump and the way the feeding lines are connected to the small-scale
reactors. The minimum possible liquid drop that can detach from the point of
the needle generally represents the minimum feeding quantity. Therefore, the
minimum feeding quantity is a function of the surface tension, the density, and
the viscosity of the liquid to be dosed. The maximum feeding speed is basically
determined by the viscosity of the liquid to be fed and the pressure characteris-
tics of the piston pump.

The necessary delay to reduce the pressure after a feeding procedure is
dependent on the feeding speed (and/or the built-up feeding pressure), the
stiffness of the feeding tube material employed, and also the viscosity of the
liquid to be fed.

The possible number of parallel reactors is dependent on the permissible 
deviation from the feeding quantity time-profile, the minimum feeding
quantity, the realizable feeding speed, and the necessary delay after a feeding
procedure.

For example, if a glucose solution of 500 g l–1 is to be fed, a minimum feed-
ing quantity of 50 ml, a maximum feeding speed of 3 ml min–1, and a minimum
delay period after a feeding procedure of 20 s can be achieved (for Teflon tubes
with a inner diameter of 0.8 mm and an overall length of 1.7 m at 22 °C). There-
fore, feed-flows of 9.4–1800 ml min–1 can be realized in 16 small-scale reactors
operated in parallel, if the maximum interval between two feedings into a reac-
tion vessel should be less than 15 minutes.
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Fig. 3a–c Photographs of parallel bioreactors with autoclavable pH probes in an incubator
chamber. a 1000 ml shake flask (working volume 100 ml). b 500 ml small-scale bubble column
(working volume 200 ml. c 500 ml stirred column (working volume 200 ml)



This intermittent feeding technology that uses a piston pump and a valve
distributor is also capable of being used with parallel pH control. In this case,
the quantities of base/acid to be fed are not specified over feeding quantity-
time profiles before the beginning of the parallel investigations, but need to be
generated online by pH controllers. Each of the parallel small-scale reactors 
is provided with an autoclave-capable pH probe (see Fig. 3a). Using parallel
amplifiers, the data are made available to a process computer. With the aid of
parallel-implemented single PI controllers with “anti-wind-up” mechanisms, a
functional parallel pH control is enabled.

The performance of this parallel pH control has been demonstrated with the
parallel cultivation of the bacterium Escherichia coli in shake flasks [21].After
inoculating the 500 ml shake flasks each equipped with pH probe, and in 
each case filled with 100 ml buffered mineral salt medium and glucose, they
were operated for 4.5 h in batch cultivation at 37 °C with 200 rpm and an 
eccentricity of 3.3 cm, and the pH in the individual shake flasks was recorded
(see Fig. 4). After consumption of the initial 6 g l–1 glucose, a glucose solu-
tion with 500 g l–1 glucose was fed into all nine parallel shake flasks, where a
linearly increasing feed flow was realized (8.7 ml min–1 to 42.85 ml min–1 from
5.5 to 9.5 h).

The pH fell from 7.0 at the beginning to values around 6.5 (see Fig. 4). After
activating the parallel pH control, and using 10% NH4OH for titration, the pH
was controlled in all parallel shake flasks with a deviation of ±0.1 pH units
maximum to the specified set-point of pH 7.0.

The concentrations of E. coli cells in the individual shake flasks indicated de-
viations commonplace in biological systems (see Fig. 4). After 12 h, a cell den-
sity of an average 5.1 g l–1 dry cell weight was reached. In the shake flasks with
uncontrolled pH cell densities of a maximum of 2.5 g l–1 dry cell weight were
be achieved (with addition of 20 g l–1 glucose), due to the pH drop, up to pH 5.0.
The relative standard deviation in the cell densities reached in the parallel ap-
proach was 12.6% with a process time of 12 h.

4
Application Examples

In this section, the performances of parallel reactor systems in bioprocess 
development will be characterized via 3 examples: (i) Escherichia coli BL21
(DE3)pLysS, with the gene rbfM of Salmonella enterica under the control of the
lac-promotor for the production of the enzyme GDP-a-D-mannose-pyro-
phosphorylase [12, 21]; (ii) Staphylococcus carnosus pXPhCT2 for the expres-
sion of synthetic human calcitonin precursors under the control of a xylose
inducible promoter [22], and; (iii) recombinant Bacillus subtilis for the manu-
facture of riboflavin, which was made available by Roche Vitamins, Kaiseraugst,
Switzerland.

134 D. Weuster-Botz



Parallel Reactor Systems for Bioprocess Development 135

Fi
g.

4
Pa

ra
lle

l f
ed

-b
at

ch
 c

ul
tiv

at
io

n 
of

E.
co

li
in

 p
H

 c
on

tr
ol

le
d 

sh
ak

e 
fla

sk
s.

O
n-

lin
e 

m
ea

su
re

d 
pH

 c
om

pa
re

d 
to

 th
e 

pH
 u

nc
on

tr
ol

-
le

d 
sh

ak
e 

fla
sk

 (
sh

ad
ed

 a
re

a)
,o

ff
-l

in
e 

m
ea

su
re

d 
op

ti
ca

l d
en

si
ty

 e
xp

re
ss

ed
 a

s 
dr

y 
ce

ll 
m

as
s 

co
nc

en
tr

at
io

ns
 (

fil
le

d 
ci

rc
le

s)
,a

nd
m

ea
n 

of
al

l p
H

 c
on

tr
ol

le
d 

pa
ra

lle
l r

un
s (

lin
es

) c
om

pa
re

d 
to

 th
e 

pH
 u

nc
on

tr
ol

le
d 

sh
ak

e 
fla

sk
 (s

ha
de

d 
ar

ea
) a

t t
he

 s
am

e 
op

er
ai

ng
co

nd
it

io
ns

:5
00

m
l s

ha
ke

 fl
as

ks
 w

it
h 

10
0

m
l o

fm
in

er
al

 m
ed

iu
m

,o
pe

ra
te

d 
at

 2
00

rp
m

 (
w

it
h 

an
 e

cc
en

tr
ic

it
y 

of
3.

3
cm

),
at

 3
7

°C
,

w
it

h 
a 

lin
ea

r g
ra

di
en

t i
nt

er
m

it
te

nt
 fe

ed
in

g 
of

8.
7 

up
 to

 4
2.

85
ml

m
in

–1
w

it
h 

50
0

g
l–1

st
er

ile
 g

lu
co

se
 (p

ro
ce

ss
 ti

m
e 

5.
5–

9.
5

h)
;b

as
e

ad
di

ti
on

 w
as

 p
er

fo
rm

ed
 w

it
h 

10
%

 N
H

4O
H

 a
t a

 p
H

 s
et

-p
oi

nt
 o

f7
.0



In the following, parallel feeding assemblies (fedbatch-pro, DASGIP,
Germany) were used for individual feeding of substrates and for individual
base addition for pH-control [12, 21, 23]. Up to 16 small-scale bubble columns,
with a working volume of 200–400 ml (see Fig. 3b), were operated in parallel 
in an incubator chamber (PROFORS, Infors, Switzerland). First prototypes 
of stirred columns were applied in a few experiments (see Fig. 3c). A stirred 
column was constructed by modifying a standard small-scale bubble column.
A bottom bearing was installed for the stirrer shaft in the middle of the static
sparger. The permanent magnets and the stirrers (both equipment from
Sixfors, Infors AG, Switzerland) were fixed to the stirrer shaft, which was held
in a vertical position by a top bearing.A flat-bladed disc turbine with six blades
and an outer diameter of 28 mm was used [16].

4.1
Parallel pH Control

Individual pH control is a primary prerequisite for higher cell concentrations
in parallel reactors, particularly when utilizing defined media. This is inves-
tigated via the two expression systems Escherichia coli and Staphylococcus
carnosus (see Fig. 5). Cell densities of 0.6 g l–1 (S. carnosus) and 2.5 g l–1 (E. coli)
can usually be achieved in uncontrolled shake flasks at sufficiently high rota-
tion speed. One reason for this limitated cell density in the shake flasks is the
missing pH control. Below pH 6.0 (S. carnosus) and pH 5.5 (E. coli) growth
stops. If, on the other hand, the parallel reactor is coupled to a parallel pH
control, higher cell densities are made possible: the cell density of S. carnosus
can be increased by a factor of five or more to 3.2 g l–1. Far higher cell densities
are possible with pH control in the case of E. coli too. However, where glucose
is used as a carbon source, the substrate must be added simultaneously in the
parallel approach, in order to limit the growth rate of E. coli and to suppress
acetate formation.

4.2
Oxygen Transfer

The oxygen transfer capacity of the parallel reactor system can represent the
limiting process variable in aerobic processes. This especially applies to the case
where high cell densities are enabled by parallel pH control and intermittent
substrate feeding. In principle, the highest oxygen transfer rates can be achieved
in stirred columns (see Fig. 6). Even with relatively small superficial gas velo-
cities, similar oxygen mass transfer coefficients to those obtained in technical
stirred-tank reactors (>0.15 s–1) become possible. This oxygen transfer rate is
only achieved in bubble columns with high superficial gas velocities (0.5–
0.6 cm s–1), as shown by experimental investigations and mass transfer model-
ing. The maximum mass transfer rate in shake flasks (OTRmax<80 mM h–1) is
possible only at high rotation speed and for very small filling volumes [2].
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Fig. 5 Fed-batch cultivation of E. coli and Staphylococcus carnosus in small-scale bioreactors
(shake flask, bubble column) with pH control (the line is the mean of all parallel runs) and
without pH control (shaded area)

Fig. 6 Oxygen mass transfer coefficient and maximum of the oxygen transfer rate at DcO2=
5 mg O2 l–1 in parallel bioreactors with a mineral E. coli medium for shake flask (shaded
area), bubble column (filled circles), stirred column (filled squares), as function of the
superficial gas velocity (aeration with air) measured via the dynamic nitrogen desorption
method



4.3
Power Input

The volume-related power input represents a further important process va-
riable, in particular in the case where the power input co-determines the mor-
phology and/or aggregate structure and therefore the synthesis capacity of the
biocatalysts. Here again, the parallel reactor systems considered have signifi-
cant differences (see Fig. 7): while the power input in parallel bubble columns
does not exceed 100 W m–3 and therefore is more than an order of magnitude
below that of the stirred-tank reactor, high power inputs are already being
achieved in shake flasks with small rotation speeds. The volume-related power
input of the stirred column (with baffle plates) is comparable to shake flasks,
since both reaction systems are operated over different speed ranges (shake
flask <400 min–1, stirred column <1200 min–1) but with comparable Newton
numbers.

4.4
Scale-Up and Scale-Down

Controlled parallel reactor systems enable the development of fed-batch
processes, in particular during bioprocess development, as well as optimiza-
tion of the reaction conditions under controlled process conditions in the 
parallel approach. An example of this is the development of an induction
process for the effective expression of a heterologous protein (GDP-a-d-man-
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Fig. 7 Power input in parallel bioreactors with a mineral E. coli medium for 1000 ml shake
flask with a working volume of 100 ml (line), bubble column (shaded area), stirred columns
without (empty squares) and with (filled squares) baffles



nose-pyrophosphorylase) in E. coli under the control of the lac-Promotor [12].
The induction profile was formulated as a double-sigmoid function, and the
resulting six model variables were experimentally determined with the aid of
a stochastic search strategy. The fed-batch process, optimized in the parallel ap-
proach, can be transferred directly from the 200 ml scale into the 4 L labora-
tory stirred-tank reactor, and so the enzyme activity was increased by a factor
of 3.5 to more than 700 U l–1. For substrate-limited processes, as in this case, this
means that the substrate must be also added intermittently, as in the parallel
approach.

A further application of this controlled parallel technology is the optimiza-
tion of current commercial production processes. Further development of pro-
duction strains, in parallel with on-going production, requires an evaluation of
new strain variants under process conditions. For this, controlled stirred-tank
reactors on a laboratory scale have been employed up to now in a sequential
manner, so this evaluation is generally the rate-determining step of the process
improvement.

The performance of the parallel reactor system was studied for the example
of the scale-down of the industrial production process to the manufacture of
riboflavin with Bacillus subtilis. Initially, only small-scale bubble columns with
high superficial gas velocity and stirred columns were taken into consideration
as controlled parallel reactors, due to the required oxygen transfer capacity.
A scale-down can succeed only if all process variables are transferred as exactly
as possible to the 200 ml scale. The boundary conditions, specific to each reac-
tion system, must be considered. For example, the higher vaporization rate at
higher superficial gas velocity in the small-scale bubble column must be
balanced by lower substrate concentrations during the feeding. In the parallel
approach, the reaction conditions must be adjusted as far as possible to the
reference system on the technical scale.Fig.8 shows some selected state variables
(pH, temperature, oxygen mass transfer coefficient, pO2) achieved in the small-
scale bubble columns, as compared to those from a laboratory-scale stirred-
tank reactor.

One difference between stirred-tank reactors and small-scale parallel bub-
ble columns, in regards to the characteristics of the oxygen partial pressure, is
especially clear: due to the intermittent substrate feeding, the pO2 decreases
rapidly each time a substrate pulse is added. After consumption of the added
glucose by the microorganisms, the pO2 increases until glucose is added again.
The minimum pO2 is decisive for the scale-down. As far as possible, it should
not fall significantly below the pO2 of the reference process.

In spite of the careful transfer of all process variables from the laboratory-
scale stirred-tank reactor to the small-scale bubble columns, it was, initially, not
possible to achieve the same process performance at the small scale: the state
variables (biomass and riboflavin concentrations as well as yields) were re-
duced in the parallel approach throughout the whole process to an average of
65% of the state variables of the fed-batch process in the stirred-tank reactor.
Finally, increasing the power input through the use of stirred columns in the
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parallel approach enabled an almost complete scale-down of the industrial pro-
duction process (see Fig. 9). Microscopic investigations indicated reinforced ag-
glomerations of product crystals and cells in small-scale bubble columns due
to the low power input, so that mass transfer limitations were probably re-
sponsible for the smaller product and biomass concentrations.
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Fig. 8 Scale-down of the riboflavin fed-batch production process with Bacillus subtilis: pH,
temperature, oxygen mass transfer coefficient and pO2 as functions of the process time in pH
controlled parallel operated small-scale bubble columns and in the 20 l stirred-tank reactor
(gray lines) used as reference

Fig. 9 Scale-down of the riboflavin fed-batch production process with Bacillus subtilis:
yields in pH-controlled stirred columns after 48 h (with respect to the reference fed-batch
process in a stirred-tank reactor on a 20 l scale)



5
Discussion and Outlook

Parallel reactor systems, with intermittent substrate feeding and pH control,
can enable a more effective process development, since up to 16 times the data
can be gained at the same time. However, the selection of a suitable parallel re-
actor system requires a particular degree of bioprocess knowledge, in partic-
ular of the oxygen consumption and the power input. Also, the scale transfer
(scale-up and/or scale-down) must be implemented carefully. In particular, the
limits of the parallel reaction systems must be known and taken into consid-
eration. Online respiration activity measurement, which is now available for
shake flasks, can help to evaluate the physiological state of an aerobic culture
at small scales [24].

The estimated errors in the process variables in parallel reactor systems with
intermittent substrate feeding and pH control (including biomass concentra-
tion, product concentration, and yields), in particular for end point determi-
nations, can be greater than in a simple batch investigation in a shake flask,
since all process interventions have associated inherent imprecisions (inter-
mittent feeding, pH control, temperature control, superficial gas velocity, …).
Generally, with end point determinations, standard deviations of 10–15% are
observed.
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Fig. 10 Photograph of the prototype of a unit of 48 parallel ml-scale stirred-tank reactors
(A) controlled by a liquid handling system (B, C) and equipped with a microtiter plate reader
(D) for automation of at-line analytics (optical density, metabolite concentrations)



As well as a parallel cultivation technology, parallel optimization strategies
are required for effective bioprocess development. Stochastic search strategies,
for example Genetic Algorithms, appear especially suitable for this, particularly
if many variables have to be considered and several objectives need to be pur-
sued simultaneously [25].

In the future, far more than 16 parallel bioreactors will be necessary for a
whole series of applications; for example, if parallel reactor systems are used
with screening procedures. With the technologies described above, there are
limits on further paralleling, and the automation cannot be increased much
more. To overcome these limitations, units of 48 parallel stirred-tank reactors
at the ml scale are being developed with temperature control, individual pH
control and pO2 monitoring, which can be fully automated and operated ster-
ile with a liquid handling system (see Fig. 10). The liquid handling system al-
lows intermittent substrate addition, base or acid addition for individual pH
control, and automated at-line analysis (optical density, metabolite concentra-
tions and other state variables) [26–28].
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Abstract Metabolic flux analysis using 13C labeled substrates is an important tool for meta-
bolic engineering.Although it has now been evolving for more than ten years, metabolic flux
analysis has still not reached the limits of its application. Current developments aim at ex-
tending to instationary industrial production conditions like batch and fed-batch fermen-
tations on the one hand, and at miniaturization and high throughput flux analysis on the
other. In both cases, reducing the duration of the labeling experiment is of major interest.
For that reason, there is now interest in the instationary transient of the 13C enrichment 
during a labeling experiment. This paper presents some recent developments in the field of
instationary metabolic flux analysis and discusses some critical aspects and limitations 
using some simulation examples.

Keywords Instationary metabolic flux analysis · Carbon labeling experiments · 
Repeated sampling · High throughput flux analysis · Network simulation

Abbreviations and Symbols
MFA metabolic flux analysis
CLE carbon labeling experiment
A amplitude of ppp1 flux fluctuation
iA linear cumomer transition matrix
B,C,D,E pool names in the simple example network
B,C,D,E pool sizes in the simple example network
ib bimolecular cumomer transition function
M metabolite pool name
M#ijk isotopomer or cumomer of M
mijk isotopomer or cumomer fraction of M
N stoichiometric matrix
p fraction of old biomass at stopping time
ppp1 oxidative pentose phosphate pathway flux
qnet, qxch net and exchange flux of q
T experiment stopping time
u,v,w,p,q,r fluxes in the simple example network
vupt substrate uptake rate
veffl biomass efflux rate
v metabolic flux vector
X intracellular pool size vector
x* stationary labeling fraction
x intracellular labeling state vector
xinp input labeling state vector
ix cumomer labeling state vector of weight i
XIM pool size of an intermediate metabolite pool
XBM pool size of a biomass pool
xIM labeling fraction of an intermediate metabolite pool
xBM labeling fraction of a biomass pool
xWC* washout corrected labeling fraction
s specific substrate uptake rate
m specific growth rate
a ratio between intermediate and biomass pool size
g specific protein turnover
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1
Introduction

1.1
Metabolic Flux Analysis

Metabolic Flux Analysis (MFA) has become a standard and widely used tool in
metabolic engineering. It has been successfully applied to different classes of
microorganisms like bacteria, eucaryotic cells and higher cells, as illustrated by
[1–5]. The purpose of a MFA experiment is to determine all fluxes in a certain
part of the metabolic network of a microorganism in vivo. Typically, the path-
ways of interest are the central metabolic pathways (including glycolysis,
pentose phosphate pathway, citric acid cycle) but also parts of the biosynthesis
pathways (like amino acid production).

In the course of the metabolic engineering cycle [6] of an organism under
investigation, MFA serves as a tool to characterize its metabolic capabilities, to
diagnose the effect of genetic manipulations, and to find possible targets for
further genetic engineering.After more than a decade of development MFA has
matured into a useful tool, that is not only restricted to academic use but – due
to standardized experimental protocols, widely available measurement instru-
mentation and publicly available software systems – is now also widely used in
industry.

More details about the historical development of MFA, the experimental
procedures, required measurement equipment and the various applications can
be taken from several review papers [7–11]. The focus of this contribution is on
future perspectives of MFA, where we use simulation studies to illustrate some
new concepts. Certainly, some of these methods will also find their way into in-
dustrial applications in the future.

In this contribution, MFA always refers to a 13C MFA based on a carbon
labeling experiment (CLE). This method has replaced the classical stoichio-
metric MFA which is generally less powerful but also much less complicated
[12, 13]. On the other hand, stoichiometry is still an essential part of 13C MFA
which in fact extends stoichiometric MFA. An important difference is that the
balance of metabolites related to energy metabolism (ATP, NADH, NADPH) are
usually not included in 13C MFA because they are susceptible to producing
erroneous results [8]. In the following, the reader is assumed to be familiar with
the basic procedure and terminology of CLEs [14]. Roughly, the following three
steps have to be carried out (see Figs. 1, 2):

1. Experiment: A microbial culture is fed with a 13C labeled substrate whose
chemical composition is known precisely. Popular substrates are specifically
labeled glucose (for example [1-13C]), uniformly labeled glucose ([U-13C]) 
or a mixture of both, but other substrates, like labeled lactate [15], are also
used. The substrate molecules are then metabolized by the microorganisms.
The labeled molecules are chemically rearranged, split into pieces and re-
combined in the metabolic pathways and cycles. Finally, 13C isotopes can be
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found in all intracellular intermediates and biomass components. A simul-
ated CLE is shown in Fig. 2a for the simple example network shown in 
Fig. 1.While the metabolic fluxes remain constant during the whole experi-
ment, the labeling enrichment in all intracellular pools shows a transient
behavior starting with natural labeling and approaches a stationary state at
the end.

2. Measurement: After a certain time for equilibrating the carbon labeling all
over the network, the cells are disrupted, some preparative steps are carried
out, and finally the labeling information is measured by various kinds of
NMR or MS instruments [16–19]. Additionally, the extracellular fluxes that
connect the observed metabolic network with its environment (including
the substrate uptake, product formation, CO2 production, biomass forma-
tion) are determined by standard mass balancing methods.

3. Evaluation: The intracellular fluxes that cannot be directly measured have
to be estimated from the measurement data set. Essentially, this is a param-
eter fitting procedure based on a complex mathematical model describing
the relation between the unknown fluxes and the measurements [20, 21].
A system analysis follows that is used to judge the identifiability and statis-
tical quality of the estimated fluxes [22, 23]. These steps are supported by
some software systems currently available [24].

1.2
Experiments under Instationary Conditions

A basic precondition of all currently established MFA procedures is metabolic
stationarity, which means that all metabolic fluxes are constant during the
complete duration of the CLE. Because all currently established MFA methods
also rely on the assumption of an equilibrated labeling state, the experi-
ment should take as long as possible to reach an isotopic stationarity, at least
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Fig. 1 Simple example networks used to illustrate a carbon labeling experiment. Left: meta-
bolic network; right: carbon atom transition network. The input substrate is taken up by the
cell and labeled carbon atoms are distributed over the complete network. The reaction step
q takes place in both directions and is described by net and exchange fluxes qnet, qxch. A set
of free fluxes is given by u, qnet, qxch
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Fig. 2 Simulated time course of a 13C labeling experiment with the simple example system
from Fig. 1. Top: positional labeling fractions in some chosen carbon atom pools of B, C and
D. Bottom left: (scaled) sensitivities of some chosen C cumomer fractions of weights 1–4
with respect to the flux qnet. Bottom right: (scaled) sensitivities of the same fractions with
respect to pool size D. See also Fig. 3

Fig. 3 Delayed convergence of cumomer fractions with increasing weight for: (left) some
C cumomers in the simple example from Fig. 1 with the parameters from Fig. 2; (right) for
some lysine cumomers in a complex Corynebacterium network with parameters given in 
the text
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approximately (see Figs. 2a, 3). In practice a CLE is always prematurely termi-
nated for several reasons:

1. A metabolically stationary state can be best established and monitored in 
a continuous culture where, in principle, arbitrarily long durations could be
realized if the substrate costs were not limiting. This is also the reason why
a labeling experiment has to be stopped after several biomass residences.

2. Experiments with a continuous culture do not always make sense because
many recombinant microorganisms turn out to be instable. Moreover, the
predominating industrial process conditions are batch and fed-batch. There-
fore, one of the greatest challenges of MFA with respect to industrial ap-
plications is the extension of established methods to the case of metabolic
instationarity with slowly changing fluxes. This condition for example is 
approximately fulfilled in the exponential or stationary growth phase of
a batch culture or a fed-batch culture with non-limiting substrate and an
approximately exponential feed strategy without rapid changes.

3. The other great challenge for the development of future MFA methods is the
application to high throughput screening in order to characterize a large
number of microorganisms in parallel experiments. This requires minia-
turized bioreactors ranging from mini reactors to microtiter plates. Con-
sequently, the sensitivity of the measurement equipment has to be strongly
improved, because sample volumes have to be extremely small. Clearly, high
throughput screening will predominantly be performed in batch culture to
keep the process equipment as simple as possible. Moreover, microreactors
cannot be precisely controlled over a long time span. Therefore, if labeling
experiments are carried out at small scales the time duration of the labeling
experiment – aside from many other problems – will again be an important
issue.

4. In all experiments (especially with eucaryotic and higher cells) population
inhomogeneity, adaptation and synchronization of microorganisms may
play a role. It is well known that metabolism can be different in young and
old cells due to ageing of microorganisms. For this reason, the experimental
duration must be chosen to be as short as possible. As a consequence, the
measured labeling information must be taken from the dynamic isotopic
transient phase of the CLE. This transient starts with the initially unlabeled
state of the system and proceeds to the stationary labeling state.

In each case it should be pointed out that at least approximately constant fluxes
must be assumed. If this precondition is not sufficiently well satisfied, the 
currently available mathematical methods for data evaluation cannot be ap-
plied.

Summarizing, there are currently good reasons to strive to shorten the du-
ration of CLEs. However, one drawback of such a premature termination is that
the labeling state of the measured compounds is not equilibrated at stopping
time, which leads to biased flux estimates with the currently available evalua-
tion algorithms (see Sect. 3.4).
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1.3
Different Kinds of Instationarity

1.3.1
Metabolic Instationarity

It has become clear that the word “instationary” has different meanings for a
CLE. On the one hand, it can be used for metabolic fluxes, where basically four
different situations can be encountered:

1. Metabolism is completely stationary during the labeling experiment. This is
an ideal, but nevertheless it will be the standard assumption in the follow-
ing text (except for in Sect. 5).

2. The fluxes are almost stationary, which means that they may be slowly
changing, or fluctuating with small amplitudes and so they can be assumed
to be approximately constant. Certainly, this case is much closer to reality.
However, it is treated like the first case in practice.

3. If there are macroscopically instationary metabolic fluxes there is a signifi-
cant change during the labeling experiment, which can be the case, for
example, in a batch experiment where the experimental duration chosen is
too large, in a fed-batch experiment where the feed is changing too quickly
(for instance a substrate-limited bakers yeast production), in a continuous
culture with mutation or contaminations, or in a synchronized oscillating
culture (see Sect. 5).

4. Finally, microscopically instationary fluxes can be the case when every single
cell has oscillating fluxes corresponding to the cell cycle, or when there is a
population inhomogeneity. This situation is in general not visible in the pop-
ulation mean (see Sect. 5) but it will have the same effect as macroscopically
instationary fluxes because a CLE is essentially modeled on the basis of a
single cell model.

In general, if the fluctuations are too large, the fluxes must be considered to 
be macro- or microscopically instationary, and MFA becomes impossible.
In Sect. 5.2 we investigate the extent to which fluctuations can be tolerated.

1.3.2
Isotopic Instationarity

On the other hand, the word “instationary” can be used with respect to the
labeling state of the system. Here the following can be the case (see Figs. 2, 3):

1. The labeling state is completely stationary, which means that the isotopes
have been completely equilibrated all over the intermediate metabolism and
biomass components. In a strict sense it will take an infinite time to reach
this state.

2. The labeling state is almost stationary, which means that its deviation from
the stationary state can be neglected in flux analysis. Precisely, the difference
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must be below the measurement precision of the NMR or MS instruments.
In fact, no labeling experiment has ever been driven to this state, because
this would be much too expensive (see Sect. 3.2).

3. The labeling state has reached stationarity in intermediate metabolism but
not in the biomass compounds. In this case the asymptotic behavior of the
system can be extrapolated from a washout correction (see Sect. 3.2) that
makes use of the timescale separation between intracellular intermediates
and biomass compounds. This correction is now common practice in MFA.

4. The time duration of the experiment is even shorter, which means that the
labeling state of all cell compounds is still in the early transient state when
the CLE is stopped. A future goal of MFA development is to carry out and
evaluate such early-terminated experiments.

1.4
Classifying CLEs

It is now possible to classify carbon labeling experiments from the viewpoint
of the experimental conditions. Depending on these conditions, it can be de-
cided whether the experimental data can already be evaluated with the cur-
rently available computational methods or whether the development of new
methods will become necessary. The “fact sheet” of a CLE has the following
items:

1. Process operation mode: Experiments can be done in a batch, fed-batch or
continuous culture. The essential difference with respect to data evaluation
is that different kinds of data correction have to be applied in each case 
(see Sect. 3.3).

2. Measurement equipment: Although there are strong differences between
NMR and MS instruments with respect to flux analysis, a detailed discussion
of modern NMR and MS methods exceeds the scope of this contribution.
Essentially, we can distinguish between 1H NMR, 13C NMR, 2D-NMR [7, 17]
on the one hand and GC-MS, LC-MS [18, 19] on the other. In general, MS is
much more sensitive than NMR and only very small sample amounts are
necessary. This makes MS the more promising candidate for high through-
put MFA.

3. Measured substances: Labeling information can be obtained from cell com-
pounds like hydrolyzed protein, or directly from cellular intermediates.
In many cases it is also possible to measure the labeling state of excreted
products from the supernatant.With respect to the labeling dynamics, these
products behave in a similar way as the intermediates because they are 
directly coupled to central metabolic pathways.

4. Sampling times: Sampling can be done, as in all classical CLEs, once at the
end of the labeling phase or repeatedly over the time course of the experi-
ment. The latter will be important if we do not wait for the stationary 
labeling state in the intermediate metabolites (see Sect. 4).
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5. Total pool sizes: For the evaluation of isotopically instationary experiments
from the transient labeling information of intracellular intermediates it is
necessary to know at least a few of the total pool sizes of intermediary
metabolites. The reason is that these pool sizes determine the time constants
of the system (see Sect. 3.1). In contrast to labeling measurements, the prob-
lem with pool size measurements is that the loss of material in each pre-
paration step must be precisely known. Nevertheless, due to the tremendous
progress in MS technology in recent years, powerful analytical methods for
quantitative metabolomics are now available.

1.5
Recent Progress

1.5.1
Experimental Progress

Some recent developments illustrate that instationary conditions are now well
within the reach of experimental methods. Some new types of experiments
have been developed very recently:

1. Several experiments have been reported where batch conditions have been
used for the CLE. In [3, 25, 26] a small volume bioreactor is used to grow a
Streptomyces strain. In [27, 28] a higher experimental throughput is achieved
with shake flasks in order to characterize several mutants of a microorgan-
ism. Cell harvesting typically takes place in the mid-exponential phase.

2. The sensor reactor described in [29, 30] was designed to do CLEs along with
an industrial fed batch or batch process. To this end, a sample is moved from
a production bioreactor to the sensor reactor. Here, the process is driven
synchronously to the large reactor by using a controller. Several fed-batch
experiments have been done in the sensor reactor to achieve a serial flux
mapping in the metabolically instationary time course of the production
process [31].

3. Miniaturized reactors have been developed in several research teams.
Mixing in a microplate system is characterized in [32]. Stoichiometric MFA
is used for metabolic screening with Well-Plates in [33] on a sub-mililiter
scale. In [34] parallel minireactor systems with integrated process mea-
surement and control are described.

4. Rapid sampling techniques have been developed to draw samples at high
frequencies while the intracellular metabolism is simultaneously stopped by
methanol quenching [35–37].

1.5.2
Analytical Progress

Along with the experimental progress, analytical methods have also strongly
improved:
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1. In recent years MS technology has improved and it now outperforms NMR
with respect to sensitivity. Some major developments with respect to label-
ing measurements have been described in [38–41].

2. Measurements of metabolic products in the culture supernatant have been
repeatedly reported [42]. Although this typically gives direct information
about intracellular precursors it is difficult to correct this data properly (see
Sect. 3.3). In the case of multiple cosubstrate uptake, reciprocal 13C labeling
[43] then helps to distinguish biosynthetically produced intermediates from
external cosubstrates.

3. Direct measurement of labeling in free intracellular amino acids by MS
methods was demonstrated in [39]. A broader spectrum of intracellular
intermediates has been observed by another MS technique in [41]. In par-
ticular, these measurements have been combined with a sampling procedure
during the transient state of the experiment. The isotopic instationarity was
clearly shown by this experiment, and the labeling time constants were 
estimated for the first time.

4. The precise direct measurement of intracellular pool sizes is also important
for the evaluation of rapid sampling experiments. Current MS instruments
facilitate the measurement of the majority of central metabolic pools with
high precisions and detection limits [44, 45]. A special GC/MS technique to
measure intracellular free amino acid pool sizes has been developed in [39].
An impressive application of this was a culture of Saccharomyces cerevisiae
showing autonomous oscillations [46] where a strong oscillation of some
free amino acid pool sizes was demonstrated.

For the future development of MFA, this means that the time duration of
labeling experiments will be significantly reduced because intracellular inter-
mediates are directly observed. The potential of the new types of experiments
will be investigated in more detail in the following.

1.5.3
Computational Progress

Finally, the following computational developments will contribute towards the
evaluations of the new type of experiments:

1. Several methods have been developed to reduce the computational effort 
of flux estimation [47, 48]. For experiments with fully labeled substrates, spe-
cialized methods are available [49, 50].

2. The evaluation of NMR and MS spectra has been improved by better correc-
tion methods and semi-automatic evaluation tools [40, 51–53].

3. The simulation and computation of instationary sensitivities is possible with
the recent developments described in [54].

However, the computational cost of instationary data evaluation is still
extremely high because a large set of differential equations has to be repeatedly
solved in a parameter fitting procedure (see Sect. 2.2).
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2
Simulation of Instationary Labeling Experiments

2.1
Mathematical Modeling

In order to simulate the transient course of a CLE state, variables have to be
introduced that characterize the complete labeling state of the system. Different
representations of the labeling state by fractions of isotopomers, cumomers,
bondomers or cumulative bondomers have been proposed in the literature for
different experimental configurations [20, 50]. Because all of these representa-
tions are essentially equivalent from a mathematical viewpoint, isotopomers
and cumomers are used in the following. More details on the mathematical
formalism can be taken from [11, 21].

An isotopomer of a certain metabolite M with n carbon atoms is one of
the 2n different 12C/13C labeling configurations in which the molecule can be
encountered. If for example n=3, the molecule M has the eight configurations
M#000, M#001, M#010, M#011, M#100, M#101, M#110, M#111, where an Index
0 denotes a 12C atom and an index 1 denotes a 13C atom. The corresponding
fractions m000, m001, m010, m011, m100, m101, m110, m111 of M are the isotopomer
fractions which together completely characterize the labeling state of M. Clearly,
they must add up to 1, corresponding to 100%.

A cumomer can be interpreted as a certain labeled fragment of a molecule.
A cumomer fraction is the sum of all isotopomer fractions where the labeled
fragment is contained in the isotopomer. For example, if the labeled fragment
consists of the first and second carbon atom of M, the corresponding cumomer
is denoted by M#11X, and the corresponding cumomer fraction is m11X=
m110+m111. In this notation, those carbon atoms that belong to the labeled frag-
ment are indicated by a 1. The others may be labeled or unlabeled and are
therefore denoted by the letter X. As another example, when the considered
fragment is only the first carbon atom of M, the cumomer is denoted by M#1XX
and it holds that m1XX=m100+m101+m110+m111.

Notice that a given isotopomer can fit into different cumomer patterns and
it therefore contributes to different cumomer fractions. For example, the iso-
topomer M#111 contains fragments M#X11 and M#1XX. Consequently, the sum
of all 2n cumomer fractions belonging to one metabolite is not 1. Nevertheless,
cumomer fractions can be easily transformed into isotopomer fractions and
vice versa [20]. Finally, the weight of a cumomer is defined to be the number
of carbon atoms in its labeled fragment. For example, M#X11 has weight 2 and
M#1XX has weight 1.

The system can now be described with both isotopomer and cumomer frac-
tions. In each case the labeling state vector x which combines all isotopomer or
cumomer fractions of all metabolites in the network has a very high dimension
in practice. For example, a typical network including all amino acid synthesis
pathways has several thousand isotopomers. On the other hand the input
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labeling vector xinp of the isotopomer or cumomer fractions of labeled sub-
strates has a much smaller dimension because only one or two substances are
typically fed. Moreover, this vector is completely known. In order to describe
the labeling dynamics, the constant vector X of all metabolite pool sizes must
also be known. By inserting multiple copies of the pool size values, X is sized
in such a way that one pool size value is associated with each cumomer frac-
tion. Consequently, x and X have the same dimensions, which simplifies the
following notation. Finally, the vector of all intracellular (constant) fluxes that
must be determined by the experiment is denoted by the vector v.

Writing balance equations for all pools, the complete mathematical model
for an isotopically (but not metabolically) instationary labeling experiment has
the same general form for both isotopomer or cumomer fractions:

diag (X) · x· = f (v,xinp,x). (1)

Notice that the stoichiometric balances N·v=0 with the stoichiometric 
matrix N are already implied by the equations.

2.2
Cascaded Equations

The major advantage of the cumomer representation (like for the cumulative
bondomer representation [50]) in contrast to isotopomers is that the general
equation system (1) has a convenient mathematical structure that can be ex-
ploited for the numerical solution of the equations. Precisely, the vector x
can be partitioned into a series of subvectors

x = (0x, 1x, 2x…)T (2)

in such a way that the vector ix collects the fractions of all cumomers of
weight i. Then the equations can be rewritten in the general form [21]

0x = 1
diag (iX) · ix· = iA (v) · ix + ib (v,xinp, 0x, 1x,K, i–1x), i = 1,2,… (3)

where the nonlinear functions ib represent the bimolecular reaction steps in 
the reaction network. These functions contain products of cumomer fract-
ions.

Additionally, the sensitivity of the labeling state with respect to the fluxes
and pool sizes is required for parameter fitting and the statistical evaluation of
labeling experiments. By implicit differentiation of (1) this leads to the follow-
ing set of sensitivity equations in the instationary case:

dx· df df dx
diag (X) · 4 = 4 + 4 · 4dv dv dx dv (4)

d diag(X)                dx· df df
07 · x· + diag(X) · 5 = 5 · 5dX dX dx dX
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Here dx/dv and dx/dX are matrices of scalar sensitivities dxi/dvj and dxi/dXk.
For this reason, the sensitivity equation systems have an extremely high dimen-
sion and it is generally a time-consuming procedure to solve them. A simula-
tion algorithm that exploits the cascaded structure of Eqs. 3 and 4 to compute
the sensitivities on a computer network was developed in [54]. This simulator
is also used for the simulations in this text.

2.3
A Simple Example

The concepts introduced above are now illustrated for a very simple example
network shown in Fig. 1 that nevertheless exhibits some of the most important
peculiarities of metabolic networks. Due to the bimolecular reaction step v, the
system has a nonlinear structure. Moreover, a reversible reaction q occurs in the
system. This network has already been investigated in [23], and for that reason
it is well understood in the stationary case.

A set of free fluxes for the system is given by the substrate uptake u, and by
the net and exchange fluxes qnet, qxch of the bidirectional reaction step q. Given
the values of these fluxes, all remaining fluxes are determined by stoichiometry.
Figure 2 shows a simulated time course of a CLE done with the example system.
Notice that cumomer fractions are shown and for that reason the sum of the
stationary values need not be 1. The cumomers of weight 1 directly correspond
to the carbon atom network of the system, and the corresponding fractions are
also called positional labeling fractions [20]. As can be seen, the labeled mate-
rial first appears in the two carbon atom positions of pool B and then (with a
time delay) also in the corresponding pools of C and D. The connected carbon
atom pools of B, C and D asymptotically show the same labeling fractions 
because they form a unidirectional linear chain.

Figure 2b also shows some selected labeling sensitivities of pool C with
respect to the flux qnet. In the sensitivity plot, the (appropriately scaled) absolute
value of the sensitivity is visualized by a tube around the time course. Clearly,
the flux sensitivities asymptotically tend to the sensitivities of the isotopically
stationary CLE. Interestingly, the sensitivity can change its sign, as can be seen
for the C#XXX1 sensitivity.

Some sensitivities of the C labeling fractions with respect to the pool size of
D are shown in Fig. 2c. As expected, the pool size sensitivities tend to zero 
with increasing time. This corresponds to the fact that the pool sizes have no
influence on the stationary state of the system. Notice that sensitivity maxima
occur in the isotopically transient phase. This gives a first hint that the sampling
times play an important role in gathering a great deal of information about the
fluxes.

Cumomers of higher weight are only formed when two cumomers of lower
weight join in the bimolecular reaction step v, and consequently they occur
later in time (Fig. 3a). This indicates that the right time to measure labeling
fractions does not only depend on the metabolite pool but also on their weight.
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3
Short-Time Labeling Experiments

3.1
Time Constants of Labeling Dynamics

It was pointed out in Sect. 1.3.2 that the biomass labeling state at the end of a
CLE is never really stationary. However, it may come very close to the stationary
state so that the error due to this approximation might be neglected or cor-
rected. For this reason, it is quite important to know what the time constants
of the 13C labeling dynamics in a given experiment are. There are basically two
such time constants that govern the system behavior (see Fig. 4).

First, the ratio

XIM average intermediary pool size    1
6 = 000002 = 3 (5)  
vupt substrate uptake rate              s

determines the dynamics of labeling in the intermediary pools of metabolism.
Here s is a kind of specific substrate uptake rate.

Second, the ratio

XBM average biomass pool size    1
7 = 00004 = 3 (6)  
veffi biomass efflux rate          m

determines the labeling dynamics of a certain species of labeled molecules
incorporated in the biomass. It turns out to be equal to the reciprocal growth
rate m of the microorganism (the residence time of a continuous culture).
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Fig. 4 Heavily simplified model for intermediary metabolism, biomass formation and 
protein turnover in a growing cell.A typical time course for labeling enrichment in the inter-
mediates and the biomass is shown (see also Fig. 6). A critical assumption is that protein
turnover can be neglected (g=0)



Recent measurements of intracellular intermediate concentrations can be
taken from [44, 45, 55, 56]. The concentrations of protein bound amino acids
can be precisely estimated from the cellular protein content and the distribu-
tion of the amino acids in the protein [55, 57]. Some typical values are XIM=
1 mM (with large variations), XBM=100 mM, vupt=100 mM/h (for growing cells),
veffl=10 mM/h and typical time constants in the literature are 1/s=0.01 h and
1/m=10 h. Therefore, the time needed to saturate the first intermediary pool
after substrate uptake is about 1000 times shorter than the time it takes to
equilibrate the labeling state in the biomass. However, this does not mean that
the complete intermediary metabolism is equilibrated after such a short time.

In the established MFA procedures, labeling information is taken from bio-
mass compounds as, for example, hydrolyzed proteins. Only in this way can a
sufficiently large amount of labeled material be gathered to obtain meaningful
signals with the measurement instruments (NMR, MS). However, as discussed 
in Sect. 1.5.2, the intracellular intermediate labeling state will be completely
available to measurements in the near future.

An important precondition for separating the time scales between intra-
cellular intermediates and biomass compounds is the absence of protein
turnover (g=0 in Fig. 4). This means that all fluxes from intermediary meta-
bolism to biomass are “one track roads” and so metabolites incorporated into
biomass will never return. This has been the standard assumption for labeling
experiments so far. However, it is known that proteolysis can take place in the
case of cell starvation or when cells are adapting to changing external con-
ditions [58, 59].

Unfortunately, little is currently known about the quantity and significance
of this effect. In general, protein turnover is a rather complicated process [59].
Because genetic regulation and adaptation processes influence the turnover
rate it can be expected to play a more significant role in eucaryotic cells than
in bacteria.As a quantitative result, a turnover rate of 1% per hour for Saccharo-
myces cerevisiae is given in [58]. By measuring the labeling states of both free
amino acids and the cell protein, it might be possible to quantify the turnover
with a CLE in the future. However, in the following section protein turnover will
be neglected, except for in Sect. 3.6.

3.2
Washout Correction

The concept of “washout correction” was originally introduced for continuous
cultures where biomass is washed out from the bioreactor volume due to dilu-
tion. The correction can be used for experiments where the intermediary
labeling state is equilibrated but not the biomass labeling state.

Based on the assumption of absent protein turnover (g=0) the complete
cellular system can be abstracted as a linear chain from intermediary meta-
bolism to biomass, as shown in Fig. 4. Here, only one single isotopomer or
cumomer pool is drawn representatively for all pools. The labeling fraction of
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the substrate is denoted by x*, v is the flux through the system, and XIM, XBM are
the pool sizes of the intermediate metabolite and the corresponding biomass
metabolite. In this case, the labeling dynamics described by the fractional 
labeling variables xIM, xBM are given by the equation

XIM · x· IM = x* · v – xIM · v, xIM (0)   = 0 (7)
XBM · x· BM = xIM · v – xBM · v, xBM (0) = 0

As explained before, the growth rate m=v/XBM of the microorganisms and the
pool size ratio a=XIM/XBM will play important roles in the solution of this equa-
tion system. Dividing by the pool sizes on both sides produces:

x· IM = (x* – xIM) · m/a (8)
x· BM = (xIM – xBM) · m

The explicit solution of Eq. 8 can be easily computed as:

xIM (t)               m
0 = 1– exp �– 5�x*    at (9)
xBM (t)             a m        1
0 = 1+ 7 exp �– 5� – 7 exp (–mt)        

x*              1–a at      1–a

Here the ratio between transient and asymptotic fractional labeling is taken as
a relative measure of stationarity (see Fig. 5). The solution is a superposition
of a fast process with time constant a/m and a much slower process with time
constant 1/m. Clearly the fast subsystem directly corresponds to intermediary
metabolism while the slow subsystem corresponds to the cell growth (see
Fig. 4). The clue to washout correction now is to assume that the small time
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Fig. 5 Relative extrapolation error of washout correction for: (left) the simplified example
from Fig. 4 (the ratio a between intermediate and biomass pool sizes and the specific pro-
tein turnover rate g are varied); (right) the complex Corynebacterium network with two dif-
ferent glutamate pool sizes
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constant a/m can be neglected compared to the large one, so a�1. In this case
it is admissible to set

xIM (t) ª x*  (10)

from the very beginning of the CLE. With this approximation, the slow sub-
system has the solution:

xIM (t)
0 ª 1– exp (–mt) (11)

x*

From this approximation, the stationary state of the CLE can be extrapolated
using the washout correction formula [14, 51]

xBM
x*WC = 00 (12)

1– exp (–mt)

if the stopping time T of the experiment is chosen to be sufficiently large.
Incorporating this formula into the measurement prediction of flux analysis
software allows us to evaluate prematurely terminated experiments. In certain
cases (uniformly labeled substrates) the correction can also be done directly 
for the measurements [51].

3.3
Correction for Batch and Fed-Batch Processes

The concept of washout correction can be easily extended to batch and fed-
batch cultures. In general, there is an “old” biomass which is present when the
experiment is started, and a labeled “young” biomass which is formed during
the CLE. The basic idea of washout correction is to correct the influence of the
old biomass on the measured signals. Because the young biomass – like the old
one – also contains 12C atoms, both types cannot be distinguished from the
measurements. However, if the approximation from Eq. 10 holds, and the 
fraction of old biomass at the stopping time of the experiment is calculated as
p, then washout correction can be generalized. In this case, the measured
cumomer fraction xBM, corresponding to a certain cumomer fraction x=x(T)
in biomass will be

xBM
xBM = (1– p) · x ⇒ x*WC = 7 (13)

1– p

In the case of the continuous culture it obviously holds that p=exp(–mT). To be
precise, the natural 13C enrichment of unlabeled molecules, which is 1.13%,
should also be taken into account in the correction [60]. However, this has been
left out here for simplicity.
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3.4
How Early Can a Labeling Experiment be Stopped?

The question now is: how early can a CLE can be stopped before the approxima-
tion (10) becomes invalid? Applying the washout correction to the true solution
of the system given by Eq. 9 the extrapolation error relative to the stationary
state is given by:

x*WC – x*      a exp(–mT/a) – exp(–mT)�04�= 7 ·�0000� (14)
x*          1–a 1–exp(–mt)

Obviously, the error tends to zero for large stopping times (when the influence
of the transient labeling phase vanishes asymptotically). It can be seen that the
washout correction error depends critically on the ratio a between the free
metabolite pool size and the corresponding metabolite pool size in biomass,
and on the scaled time mt which is the number of biomass residence times in
the reactor. Figure 5a (with g=0) shows a plot of the error for different ratios.

In order to obtain a first guess for the error for a real cell we must take into
account that the intracellular pool represents the complete lumped inter-
mediary metabolism instead of a single pool in the simple model shown in
Fig. 4. Taking an average concentration of proteinogenic amino acid of 100 mM,
ten intermediate pools with a concentration of 1 mM, and neglecting all others,
the ratio will be a=0.1, which is a surprisingly large value.

To find out a suitable stopping time, the requirements for the measurement
precision must also be known. From our experiences of past experiments, it can
be said that the measurement precision should be between ~0.1% and ~1.0%
to obtain statistically well determined flux estimates [61]. Taking this precision
requirement, it follows from Fig. 5a with a=0.1 that the experiment should take
at least 3–4 biomass residence times. However, this is only a first guess for the
time constants.

3.5
A More Realistic System

A more detailed estimate for the time constants can only be obtained from a
real metabolic network, because the topology of the network also plays an im-
portant role [62]. For example, cyclic pathways will have different time cons-
tants compared to linear pathways, even if the number and size of the pools are
the same in each case.

To present a more realistic example, the complete network of Coryne-
bacterium glutamicum from [15] is now investigated and the corresponding
CLE is simulated. For the sake of brevity, all pools are assumed to have the same
concentration of 5 mM. This is a rather large value for most pools and will pro-
duce some kind of worst case estimate for the admissible stopping time. The
biomass effluxes veffl are calculated from the biomass composition as usual [12].
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The cell is fed with a mixture of 30% [1-13C] glucose and 70% naturally labeled
glucose with vupt=60 mM/h, and the growth rate is assumed to be m=0.1 h–1.

As a representative pool, lysine is chosen to check the validity of the washout
correction for this example. Lysine is synthesized from pyruvate and oxalo 
acetate and is therefore linked both to sugar metabolism and the citric acid
cycle. As was already shown for the simple example from Fig. 1, there is a time
delay between cumomer pools of weight 1 and higher weighted pools (Fig. 3b).
The practical consequence of this is that the required CLE duration also
depends on the measurement instruments used. The higher the weight of the
measured cumomers, the longer must the CLE duration be chosen.For example,
1H NMR measures only cumomers of weight 1, as is the case with summed frac-
tional labeling from MS data [2]. On the other hand, 13C NMR also relates to 
cumomers of weight 2 and 3 [23] and MS data contains information about all
cumomer weights. However, in this example the lysine cumomer fractions of
higher weight turn out to be below the detection limit and so only the posi-
tional labeling fraction of the sixth lysine carbon atoms is considered here.

A washout correction is now performed according to Eq. 12, and the result
is compared with the true stationary state at infinity (Fig. 5b). The picture
changes if there is an extremely large metabolite pool in the metabolic network.
This is the case for example in C. glutamicum, where glutamate concentrations
can reach values of more than 100 mM. When the size of the glutamate pool is
switched from 5 mM to 200 mM in the simulation, the total capacity of the 
intracellular intermediates is dramatically raised and the time constants 
increase by about one residence time (Fig. 5b).

In general, the results for the correction error correspond perfectly to the 
result obtained from the rough estimation in Fig. 5a with the ratio a=0.1. How-
ever, as pointed out before, the chosen pool sizes of 5 mM in the large example
are unrealistically large. The simple model from Fig. 5a overestimates the 
admissible stopping time by approximately one residence time.

It must be pointed out that the transient dynamics of the system are also 
influenced by the labeling of the substrate.A different outcome results if a mix-
ture of unlabeled and fully labeled substrate is used (not shown here) because
larger amounts of higher weighted cumomers will then be present. Moreover,
these cumomers will appear much earlier because they are formed as fragments
of the fully labeled substrate. Consequently, their correction errors will also be
more significant.

Summarizing, it becomes clear that the question of how long the experiment
should take cannot be generally answered. The answer critically depends on:

1. the required measurement precision for flux estimation
2. the substrate mixture chosen
3. the measurement equipment (measured cumomer weights)

In general, it turns out that the stopping time required has been underestim-
ated in many past experiments. In fact, stationarity times in intermediary 
metabolism of the order of 1/m or more must be expected for realistic systems.
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This also coincides with the experimental evidence given in [41] where the 
intermediate labeling was not stationary after one hour for m=0.1 h–1.

3.6
Influence of Protein Turnover

To complete the picture, the influence of protein turnover is studied for the
simplified system in Fig. 4 at least.A small backward flux of magnitude gn from
biomass to the intermediary pool is assumed, while the flux from intermediary
metabolism to biomass is increased to (1+g)·n to maintain the stoichiometry.
Here g can be interpreted as a specific protein turnover rate. The system equa-
tions are now:

XIM · x· IM = x* · v – xIM · (1 + g) · v + xBM · g · v, xIM (0) = 0
(15)

XBM · x· IM = xIM · (1 + g) · v + xBM · (1 + g) · v, xBM (0) = 0

The two time constants of this modified system can be computed to a first
order approximation by:

1 ag –1 a         g   –1

3 �1– 7� and    3 �1+ 7� (16)
m 1–a         m        1–a

This shows that the slow process is almost unchanged, because ag≈0 but the
fast process is accelerated by a factor ~1+g. However, because intermediate and
biomass labeling is not decoupled anymore in the case of protein turnover, the
large time constant influences both intermediates and biomass.A typical time
course for a system with and without protein turnover is shown in Fig. 6. Here
the dynamics of biomass labeling remains almost unchanged, and conse-
quently the washout correction still works well (see Fig. 5a). On the other hand,
the intermediate labeling takes a much longer time to equilibrate if there is a
protein turnover. This effect has some consequences for new types of experi-
ments, and will be discussed in Sect. 4.2.

4
Labeling Experiments with Repeated Sampling

4.1
A New Type of Experiment

It was shown in Section 3.4 that washout correction will fail when the CLE is
stopped too early. This represents a principal limitation to the application of the
classical flux estimation procedure based on stationary labeling. A promising
way out of this trap is the direct measurement of the intracellular metabolites.
The experiment duration can then be cut down to a small multiple of the time
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constant a/m (see Sect. 3.4). However, as was shown in Fig. 6, this time can still
be of the order of 1/m if there is significant protein turnover.

A step further would be to stop the experiment before the intermediary 
labeling state becomes stationary. In this case, the pool sizes of the intermedi-
ates must also be known, because they determine the time constants in detail.
This will provide the opportunity to carry out even very short experiments with
a duration well below the generation time of the microorganism.

One drawback of this approach is that no simple extrapolation procedure for
the stationary state of the intermediate labeling enrichment is available because
there is no irreversible barrier between compartments as in the case of inter-
mediates and biomass components. Moreover, even modern MS instruments
are unable to quantify the pool sizes and labeling states of all intracellular pools
with reasonably small measurement errors. In this case, the measurement 
information might not be sufficient for flux analysis.

Therefore, the missing information about the time constants in intermediate
metabolism can only be obtained by taking repeated samples. In [41] the intra-
cellular labeling state is observed at times 0, 40 and 60 min in the transient of a
CLE with m=0.1 h–1. Clearly, to have measurements of as many intracellular pool
sizes as possible is invaluable information. On the other hand, this might not be
necessary when it is possible to estimate the pool sizes from the labeling data too.

4.2
A Simple Example

To get a first impression of how much flux information can be obtained from
a CLE with repeated sampling, a simulation study has been performed with the
simple example from Fig. 1. Repeated samples are drawn from the simulated
transient data shown in Fig. 2a and statistically evaluated afterwards using the
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computed sensitivity data. To keep the description of the example simple, it is
assumed here that the eight isotopomer fractions of the pools B and E can be
measured directly with a precision of 0.01. This is not a critical assumption,
because isotopomer fractions of metabolite pools with up to three carbon
atoms can usually be resolved from NMR or MS measurements [63]. More-
over,all pool sizes in the network are assumed to be measurable to 10% precision.
From the fluxes, only the substrate uptake is assumed to be directly measurable.

The intracellular free fluxes qnet and qxch must now be estimated from the
available measurements. Several virtual flux determination experiments with
different amounts of available information are now carried out:

1. In order to obtain a reference for the achievable precision of the flux estim-
ates the stationary experiment is carried out first. It is already known from
the investigation in [23] that the system is identifiable in this case. Because
no knowledge about pool sizes is required in the stationary case, the uncer-
tainties in pool size measurements do not influence the results. It turns out
that qnet can be estimated with a standard deviation of 0.019 and qxch with a
standard deviation of 0.045. In general, exchange fluxes cannot be estimated
as well as net fluxes [22, 61].

2. In a second scenario the system is sampled at one single time T in the tran-
sient phase. Additionally, all pool sizes are assumed to be known exactly.
Figure 7a shows the effect on the determinacy of the free fluxes for different
sampling times. As may be expected, the standard deviations tend asymp-
totically to their stationary values (T=•). Surprisingly, the exchange fluxes
can be even better determined if an early sample is taken. This is intuitively
correct, because the influence of the reaction q on the pool E is then un-
disturbed by the influence of the reaction sequence v, w, p.

3. If the pool sizes are measured, the net flux uncertainty is slightly worse than
before (Fig. 7a). However, this is only the case for early sampling times,
because the pool size sensitivities then are low (see Fig. 2c). Interestingly,
the standard deviations of the exchange fluxes remain almost unchanged.

4. In a third simulation, the pool size measurements are completely left out.
Clearly, it cannot be expected that the missing information can be obtained
from a single transient sample. For that reason, repeated samples at times 5,
10, 15 and 20 are taken. Figure 7b shows that the fluxes are still identifiable.
The estimated standard deviations can be very small if all of the available
measurement information from four samples is cumulated.Additionally, the
missing pool size information can be reconstructed from the data (not
shown here).

In summary, it turns out that experiments with repeated sampling are very
promising for flux estimation. Even with one single very early sample and ap-
proximately known pool sizes, it was possible to obtain standard deviations
that are comparable to their asymptotic values. Moreover, exchange fluxes can
be determined more accurately with the instationary than with the stationary
experiment.
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5
When Fluxes Become Instationary

5.1
Possible Pitfalls

As was mentioned in Sect. 1.3.1, metabolic stationarity is only approximately
the case even in a continuous culture. However, whether they can be tolerated
in MFA depends on the magnitude of the population inhomogeneity or the 
instationarity oscillations or fluctuations. An experiment with autonomous 
oscillations of S. cerevisiae has been reported in [46] where the amino acid pool
sizes (and presumably also the fluxes) showed a strong oscillation. Clearly, the
established mathematical tools for CLE data evaluation based on the model
from Sect. 2.1 cannot be applied in this situation. However, metabolic insta-
tionarity need not be that pronounced in practice.

Here an important difference between the classical stoichiometric MFA
method and the 13C MFA method emerges. Stoichiometric MFA is a linear
method, which means that the estimated fluxes are linearly dependent on the
measurements. In contrast, 13C MFA has a complex nonlinear dependency 
between measurements and fluxes. Figure 8 shows the essential difference 
between a linear and nonlinear input-output behavior of a system. Basically,
the CLE is carried out with each single cell that might have instationary fluxes
(microscopic instationarity). On the other hand, a measurement is always taken
from a population which need not be synchronized and so only a mean value
is observed. However, the following arguments hold both for mean values with
respect to time and mean values with respect to a population.
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Fig. 7 Statistical determinacy of the free fluxes as estimated from an instationary labeling
experiment with the example network from Fig. 1. Standard deviations are shown for the
cases that: (left) one single labeling measurement at time T is taken and all pool sizes are 
either known or measured; (right) no pool sizes are measured but a repeated labeling 
measurement is available
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For any linear system, the mean output (with respect to time or population)
is always the same as the output of the mean fluxes (Fig. 8). This means that,
although only a mean value is measured, the corresponding flux estimates 
have a meaningful interpretation in terms of the mean flux pattern of the 
population. This is not true for a nonlinear procedure. Fig. 8 shows that in the
nonlinear case the mean value of the measurements can be significantly 
different from the measurements corresponding to a mean flux pattern. There-
fore, an important pitfall of 13C MFA in the case of (micro- and macro-
scopically) instationary metabolic fluxes is that the estimated fluxes general-
ly cannot be interpreted as a mean flux pattern with respect to population 
or time.

5.2
An Example with Fluctuating Fluxes

A conceptual simulation study has been performed to quantify the significance
of these nonlinear effects for a realistic example. For the Corynebacterium net-
work already discussed in Sect. 3.5 (with all intermediate concentrations set 
to 5 mM), a fluctuation of the intracellular fluxes is investigated. To illustrate
the effects that occur, it was assumed that only one free flux fluctuates around
a stationary value. Because DNA synthesis might have changing demands over
time, the oxidative pentose phosphate pathway flux ppp1, which determines the
precursor supply for DNA synthesis, was chosen.

It should be pointed out that in an oscillating culture, not only the fluxes but
also pool sizes can change [46]. However, this effect was not taken into account
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Fig. 8 Different behaviors of linear and nonlinear systems with respect to mean value 
operations. A linear system transduces the mean value of a fluctuating signal to the cor-
responding mean value of the output signal. This is not the case for a nonlinear system



and quasi-stationarity of the metabolic regulation was assumed. This means
that the stoichiometric equations are assumed to hold all of the time and so all
fluxes that depend on the free flux ppp1 also change with a similar pattern. As
shown in Fig. 9a, the flux disturbance takes place for 20% of the residence time
1/m while the fluxes are constant for the remaining 80% of the time. Therefore,
the system can relax to its stationary state after each disturbance. The cor-
responding cyclic labeling time course is shown in Fig. 9b.

The amplitude A of the ppp1 fluctuation, given as a percentage of ppp1, is now
taken as a parameter to investigate the behavior of the nonlinear system (see
Fig. 9a). A labeling experiment was simulated for different values of A. The
simulation was then driven for several cell cycles until the transient labeling
phase damped out and the system output showed a regular cyclic pattern. The
results are shown in Fig. 9b, where the response of the seduheptulose-7-phos-
phate cumomer pool Sed7P#XXXX1X1 is chosen as an example that showed
the most pronounced nonlinear effect (worst case). It turns out that for in-
creasing amplitudes A of the input signal, the output signal differs more and 
more in shape from the input signal. Much more important is the fact that 
the mean output signal becomes more and more different from the mean
input signal.
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in a Corynebacterium network is assumed to fluctuate with a cyclic pattern. Bottom: the 
response of the Sed7P#XXXX1X1 pool for different amplitudes A of the disturbance



This effect can be quantified by computing the mean deviation between the
stationary signal and the disturbed signal over time. It turns out that there is
almost no measurement bias if a<15%. For medium values of 15%<a<30%, the
bias is still below the typical measurement precision. Only for large values of
a>30% can the bias be higher than 1% and will therefore certainly influence
the flux estimation.

Surprisingly, this labeling system is relatively robust with respect to flux
fluctuations, which means that the measured time or population mean is not
too different from the ideal stationary case. However, it should be pointed out
that this conceptual study is based on rather vague assumptions, so the picture
may change if the pool sizes are fluctuating too.

6
Conclusions

Several promising candidates for instationary MFA have been identified in this
contribution, which will further broaden the scope of this method in the near
future:

1. Batch experiments in small reactor volumes are best suited for high
throughput flux analysis in screening applications. The labeling information
should then be taken from the intermediate pools. Because repeated samp-
ling is not possible in this configuration, the experiment should not be ter-
minated before the intermediary labeling state is approximately stationary.
Fortunately, a high measurement precision is typically not the goal in a
screening application.

2. The improvement in preexisting industrial batch and fed batch production
processes requires high precision methods because small changes must be
detected. In this situation, flux analysis can be achieved with the sensor
reactor concept, which is tailored to produce highly reliable data. In this
reactor, all kinds of labeling experiments are possible including repeated
sampling.

3. The investigation of metabolic transients in microorganisms for research
purposes is always challenging. If high precision equipment is available,
repeated sampling experiments promise to provide information about even
short time changes in the metabolic fluxes. On the other hand, the example
study from Sect. 3.5 shows that such an experiment might even help to
determine new fluxes or to significantly improve the precision of estimated
exchange fluxes.

In each case, strong requirements for their precision and reliability must be
fulfilled by the measuring instruments. Moreover, data evaluation becomes
computationally very expensive when isotopically instationary data must be
fitted to the model.

On the other hand, it becomes clear that MFA is currently reaching the
biological limits of its applicability. If population inhomogeneities and flux
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oscillations are significant, it is not possible to obtain any meaningful result.
Hopefully, these processes still provide a statement about the average flux 
distribution in the population. Otherwise, only single cell methods have the 
potential to provide an insight into an individual cell.
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Abstract So far it is mainly transcriptome and proteome analysis that has been applied to
elucidate the correlation between genotype and phenotype although thorough metabolome
studies can provide substantial information on the control of the metabolism at the bio-
chemical level. Stimulus-response experiments, i.e. the investigation of metabolism dynam-
ics after a glucose pulse (pulse experiment), can be used to study the in vivo enzyme kinetics
offering insight into underlying reaction mechanisms. Usually, this requires rapid cell
quenching combined with cell inactivation to ‘freeze’ the microbial metabolism response at
a definite time-lag after pulse stimulation. To access the ‘frozen’ metabolic reply, adequate 
analytical methods are needed to measure intracellular metabolite concentrations in the 
cell extract.As shown in the introductory review part, stimulus-response experiments were
usually applied to study central metabolism dynamics in wildtype strains. Our own results,
presented in the second part of the contribution, indicate that stimulus-response experi-
ments should also be applied to analyse pathway dynamics in anabolic routes. Using the 
example of the aromatic amino acid pathway, an LC-MS/MS technique is presented that 
allows the quantification of intracellular pools of central metabolism as well as of the
aromatic amino acid pathway. Based on the analytical approach metabolic profiling is per-
formed to monitor the metabolism dynamics after a glucose pulse experiment allowing 
the conclusion that pulse stimulation is transmitted to the anabolic pathway of interest.
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Abbreviations and Symbols
DAHP 3-deoxy-arabino-heptulosonate 7-phosphate
DAH 3-deoxy-arabino-heptulosonate
3-DHQ 3-dehydroquinate
3-DHS 3-dehydroshikimate
SHIK/SHI shikimate
S3P shikimate 3-phosphate
PP phenylpyruvate
l-phe l-phenylalanine
l-trp l-tryptophan
l-tyr l-tyrosine
PEP phosphoenolpyruvate
DHAP dihydroxyacetonphosphat
GAP glyceraldehyde 3-phosphate
2PG 2-phospho-D-glycerate
3PG 3-phospho-D-glycerate
P5P pentose 5-phosphates
G6P glucose 6-phosphate
F6P fructose 6-phosphate
6PG 6-phosphogluconate
FBP fructose 1,6-bisphosphate
AMP adenosine 5-monophosphate
ADP adenosine 5-diphosphate
ATP adenosine 5-triphosphate
MMT Metabolic Modelling Tool
NAD nicotinamide adenine dinucleotide
NADH reduced nicotinamide adenine dinucleotide
NADP nicotinamide adenine dinucleotide phosphate
NADPH reduced nicotinamide adenine dinucleotide phosphate
PTS phosphoenolpyruvate:phosphotransferasesystem
GC gas chromatography
NMR nuclear magnetic resonance
LC liquid chromatography
HPLC high performance liquid chromatography
UV ultraviolet detection
HPAE high performance anion exchange chromatography
PAD pulsed amperometric detection
CE capillary electrophoresis
SPE solid-phase extraction
MCA metabolic control analysis
E4P erythrose-4-phosphate
amu atomic mass unit
SRM selected reaction monitoring
MRM multiple reaction monitoring
MS mass spectrometry/mass spectrometer
m/z mass to charge ratio
q90 mixing time
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E. coli Escherichia coli
Z. mobilis Zymomonas mobilis
S. cerevisiae Saccharomyces cerevisiae
tkt transketolase
AroFfbr L-tyrosine feedback-resistant DAHP synthase
AroFwt L-tyrosine feedback-sensitive wildtype DAHP synthase

1
Introduction

In the past much effort has been put into the investigation of the gene sequence
of (micro-) organisms (genomics), the gene transcription (transcriptomics)
and the translation (proteomics) of the coded information. The metabolome
(metabolomics) only played a minor role in the field of the ‘omics’ research, but
it is currently gaining more and more interest because the metabolome is
downstream of gene regulation and thus contains valuable information about
biochemical interactions defining the phenotype of the organism [1].

According to Fiehn [2], metabolome analysis is multifunctional making use
of different analytical approaches depending on the topic of the study.
Metabolome analysis can thus be subdivided into (i) target analysis, aiming at
measuring distinct substrates or products e.g. to distinguish differences after
genetic modification, (ii) metabolic profiling, focusing on a complete pathway
or linked pathways and (iii) metabolomics, striving for an unbiased, semi-quan-
titative overview of whole-cell metabolic patterns. For a more rapid analysis,
metabolic fingerprinting [3] can be used, which reduces the analytical effort 
to the analysis of these metabolites with biochemical relevance. Quite recently,
another variant of high-throughput classification was presented, it is called
metabolic footprinting [1], which differs from the aforementioned methods by
analysing extracellular metabolites instead of intracellular pools.

In target analysis, the bulk of metabolome information is usually ignored,
because of the narrow focus on a specific compound. However, beneficially,
selective sample preparation steps can be applied and optimized to improve the
data quality leading to precise pool quantification. On the other hand, follow-
ing the unbiased metabolomics approach, sample preparation must not be com-
pound specific to prevent any exclusion of potentially interesting metabolite
signals. Hence, metabolomics provide a comprehensive semi-quantitative over-
view of the biological system, however quantitative information about intra-
cellular pool sizes, for instance, is usually not accessible or are less accurate.

Metabolic profiling aims at the quantification of pre-selected metabolic path-
ways or groups of metabolites in a metabolic segment and promises to be an
effective method for investigating microbial metabolism in a quantitative 
manner. Knowledge about the changes of the intracellular metabolite concen-
trations offers a direct access to the identification of metabolism kinetics
especially to the in vivo kinetics of the underlying enzymatic reactions. Even
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with a low sample frequency of one or two samples per fermentation, metabolic
profiling may elucidate long-term limiting or inhibiting steps in metabolism,
which can be used for iterative strain optimisation.

However, short-term dynamics of enzymatic reactions which typically ap-
pear on a subsecond time-scale after stimulus-response experiments obviously
cannot be detected with such low sample frequencies. Hence, specialized rapid
sampling devices must be developed and applied. As an example, Fig. 1 shows
the coupled experimental setup of a bioreactor and a rapid sampling unit [4]
which was used by Schäfer et al. [5]. A glucose solution is added from a pulse
reservoir to the (usually) glucose-limited culture and subsequently mixed in 
the bioreactor (mixing time q90: about 700 ms). Samples are taken shortly before
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and immediately after the glucose addition and are sprayed into sample tubes
containing –50 °C cold methanol solution to rapidly stop metabolism during
the sampling process and to preserve the metabolic answer inside the cells.

The high turnover rates of metabolites after the stimulus necessitate a rapid
sampling approach with frequencies of 4–5 Hz to resolve the highly dynamic,
fast metabolic answers.After cell extraction, this answer is accessible by sophis-
ticated analytics aiming at the quantification of low assay concentrations which
represent the temporarily changing pool sizes as a consequence of the initial
stimulus. These data are the basis for qualitative system characterization as well
as for quantitative system modelling. Both aim at a mechanistic understanding
of the biological system which should provide the basis for efficient metabolic
engineering. Because of the complexity of the data obtained, especially mathe-
matical modelling is applied for further analysis.

Roels [6] ranked the relaxation times after a stimulation for several cellular
responses according to their time scale (Fig. 2). Mass action law kinetics clearly
presents the fastest response followed by the allosteric processes, controlling
the activity of enzymes. Changes on the genetic or the proteomic level are
slower and the enzyme concentrations can be assumed to be constant for a few
minutes after stimulation. Keeping this in mind, a stimulus response experi-
ment, e.g. using a substrate pulse (glucose), will show no effect for the genetic
or proteomic properties of metabolism within an observation window of one
or two minutes. Hence, the recorded response will only contain information
about the enzyme kinetics and at the same time avoiding the superimposing 
effect of gene regulation, protein inactivation etc.

However, as a consequence, the obtained data or derived metabolic models
are only valid for the conditions chosen. The choice of the experimental scenario
may limit the prediction of the metabolic behaviour for different conditions.
For instance, metabolism in a wild-type organism does not necessarily show
identical properties compared to a recombinant production organism in a
production process. Hence, if the metabolism in a production strain under
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production conditions has to be studied, the experimental conditions for the
stimulus response experiment should be as similar as possible compared to the
production process.

This paper intends to give an overview of the chances and pitfalls of
metabolic profiling to study dynamics in microbial central metabolism after
stimulus-response fermentation experiments (pulse experiments). Further-
more, if the experimental focus switches from the investigation of catabolic to
anabolic pathways – which is also motivated by their commercial importance
– some additional restrictions must be considered. Respectively, typical prob-
lems are also outlined using the aromatic amino acid pathway as an example.

2
Tools and Techniques for Stimulus-Response Experiments

2.1
Stimulus of Metabolism

To perform stimulus-response experiments, the microbial stimulation must be
chosen with care. On the one hand, the stimulus should be strong enough to
initiate detectable signals (i.e. measurable changes of intracellular pool sizes)
in the metabolites of interest. On the other hand, the system stimulation should
not cause any damage of cell function. Furthermore, if a microbial production
strain is analysed, cell stimulation should preferably obey basic characteristics
of the usually realized production conditions of the strain in order to enable the
transfer of the results obtained to the ‘real’ production process.

As a consequence, microbial systems such as Escherichia coli, Zymomonas
mobilis or Saccharomyces cerevisiae are often stimulated by a rapid, one-step
increase of the sole carbon source (for instance glucose). Before the pulse, a
limiting amount of substrate is fed and metabolism should be at (pseudo)
steady-state. Due to the stimulus, metabolism will be shifted-away from steady-
state and metabolite concentrations show dynamic changes. To prevent any
time delay of the external stimulation, the one-step increase of the extracellular
carbon source should rapidly be transmitted into the cell. In general, this can
be achieved by profiting of highly affine carbon uptake systems such as the
carbohydrate phosphoenolpyruvate:phosphotransferase system (PTS) or (fast)
facilitated diffusion mechanisms which are often the basis for substrate uptake
in bacteria. It is noteworthy that other substrates which are not quickly con-
sumed by the cell are consequently not suited to stimulate the biological
system. This is especially remarkable if co-substrates or auxotrophic substances
are intended to be used in pulse experiments. For this reason glucose is com-
monly used as the pulse substrate for various microorganisms, although pulse
experiments with e.g. glycerol in E. coli are also described [7].

The first pioneering investigations using glucose pulse experiments were
conducted with S. cerevisiae [8,9]. They stimulated a glucose limited chemostat
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culture with a glucose pulse and by the sequential procedure of pulsing, rapid
sampling at the same time inactivating the metabolism, extraction of the 
intracellular metabolites and their enzymatic measurement they were able to
follow the intracellular dynamics. The concentration time courses obtained
were used for detailed modelling using structured, mechanistic metabolism
models [10]. These results encouraged the accomplishment of similar studies
using S. cerevisiae [11–14], Z. mobilis [15, 16] and E. coli [5, 17–20]. Besides the
invaluable results which were deduced from these experiments glucose pulse
experiments have been limited to the investigation of central metabolism
namely glucose uptake, glycolysis, pentose phosphate pathway and citric acid
cycle in wildtype microorganism.

2.2
Rapid Sampling

After pulsing, rapid sampling is necessary to store the fast and dynamic meta-
bolic answer in a sequence of samples. To prevent unwanted, post-pulse meta-
bolism activity, the sampling process must include the immediate quenching
of cellular metabolism.

Theobald et al. [8, 9] was the first who presented and applied an appropriate
rapid sampling approach after glucose-pulse stimulation of S. cerevisiae grown
under glucose-limited conditions. Together with his co-workers he manually
sampled about 15–20 samples per minute. Later on, Weuster-Botz [16] pre-
sented a sampling tube device to perform sampling, inactivation and extraction
continuously in a tube connected to the bioreactor thus monitoring central
metabolism intermediates of Zymomonas mobilis on a sub-second time-scale.

Thereupon, an automated sampling device [4] coupled to a bioreactor was
developed by Schäfer et al. [5] which is characterized by an automatic step-wise
transport of the sampling tubes via a conveyor belt installed below the
sampling valve of the bioreactor. Sampling rates of 4–5 Hz have been achieved
while the total device including the bioreactor valves for glucose addition and
sampling has been computer-controlled.

As an alternative, Buziol et al. [25] developed an apparatus consisting of a
cascade of sampling valves, closely connected to the outlet of the bioreactor
where the substrate pulse is added into a separate mixing chamber. Because the
residence time of each liquid flow volume element is defined by the distance 
between the mixing chamber and the sampling valve, very fast metabolism 
responses can be continuously monitored by taking samples close to the mixing
chamber. However, this beneficial quality also causes significant problems 
if metabolism dynamics are to be monitored a couple of seconds (or even
minutes) after stimulation, because of the formation of concentration, pH- and
dissolved oxygen-gradients inside the sampling tube (valve-cascade).

At the same time, Visser et al. [26] developed the BioScope-approach,
making use of the idea of allowing continuous sampling via a stopped-flow
technique. As a difference to Buziol et al. [25] they circumvented the potential
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problem of dissolved-oxygen gradients in the sampling tube by using oxygen-
permeable silicon membranes of up to several meters in length.

The approaches of Buziol et al. [25] and Visser et al. [26] are advantageous
with respect to the relatively low amount of substrate that is necessary to
stimulate the biological system, especially if one intends to ‘stimulate’ using for
instance 13C labelled glucose. However, one should take into account that two
qualities are necessary to monitor metabolism dynamics after stimulus-
response – namely high data frequency and an observation window of up to a
couple of minutes. Especially the latter might cause problems in the sampling
devices based on sampling tubes.

2.3
Quenching of Metabolism

Quenching of metabolism means that all metabolic activity inside the cell is
stopped thus preventing any further conversions of metabolites by enzymatic
reactions. The quenching should be realized within a subsecond time-scale 
because, depending on the metabolite of interest, the first intracellular effects
related to the substrate pulse may occur within the first second (e.g. conversion
of cytosolic glucose at 1 mM s–1 and cytosolic ATP at 1,5 mM s–1 [8, 21]).

One way to achieve this, is the immediate cell disruption (via extraction) at
the same time denaturating all cellular enzymes using extreme pH conditions
[9]. A disadvantage of this procedure is that the concentration of the intracel-
lular metabolites is diluted in the fermentation supernatant of the sample and
that the fermentation medium cannot be separated from the cells. Hence, such
a procedure is only useful for the investigation of metabolites which are likely
to occur only inside the cells.

The separation of the quenching and the cell extraction step offers the
advantage that the cells in the sample can be concentrated by a centrifugation
or filtration step at low temperature, thereby removing the fermentation
medium. Saez and Lagunas [22] suggested washing the sampled cells after
filtration with 50% methanol at –40 °C and de Koning and van Dam [21] finally
sprayed the sample into the cold methanol solution. They showed that the tem-
perature shift during the spraying process effectively blocked further metabolic
activity. Additionally, it was observed that cells like Saccharomyces cerevisiae
are resistant to leakage of metabolites when suspended in the cold methanol
quenching solution. However, this resistance might not be a general characte-
ristic of all microorganisms, because cell leakage strongly depends on the cell
membrane composition. For instance, metabolite leaking was reported for
glycolytic intermediates of Lactococcus lactis [23]. Maharjan [24] describes the
detection of 14C-labelled compounds after methanol quenching of E. coli, but
no metabolites from glycolysis or pentose-phosphate pathway or cofactors,
e.g. the adenosine phosphates (ATP, ADP, AMP) were identified in this study,
so that E. coli may also be attributed as tolerant with respect to metabolite 
leakage during methanol quenching at –40 °C.
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2.4
Extraction of Metabolites

The extraction reagent should disrupt the cells to release the intracellular
metabolites and to denaturate the enzymes to prevent further conversions.
Usually, the extraction agent is added after cold methanol quenching and cen-
trifugation or it has already been used during a combined quenching and
extraction step. Different extraction methods have been described for the 
extraction of the intracellular metabolites in various microorganisms [27]. For
extraction of Saccharomyces cerevisiae several procedures have been published.
Among them are chloroform [21], perchloric acid and alkalic ethanol solution
[9] and buffered hot ethanol [28].Additionally freeze/thaw cycles were applied
to complete disruption of the cells [8].

For extraction of E. coli, similar methods were studied based on perchloric
acid [5, 18, 29], potassium hydroxide solution [18] or a hot Tris-H2SO4/EDTA
solution [18]. In contrast to Saccharomyces cerevisiae, freeze/thaw cycles
showed no effect on the extraction of adenosine phosphates in E. coli [30].

In general, the choice of the right extraction method strongly depends on
the metabolites of interest. Reduced nucleotides such as NADH or NADPH are
instable during acid extractions, but stable under alkaline conditions. On the
other hand, the oxidized nucleotides NAD and NADP are rapidly degraded 
under alkaline conditions, requiring acid extraction [31]. This representative
example shows that it is essential to study the stability of the metabolites of
interest under extraction conditions and that the optimal extraction conditions
may be specific for different organisms. So, care must be taken to find the 
optimal extraction conditions concerning stability of the metabolites and 
extraction efficiency. In a comparative study adenosine triphosphate (ATP) was
chosen as an indicator for the extraction efficiency during acid and alkaline 
extraction [30–32]. For Thermoanaerobacter finnii both methods resulted in
quite similar levels, whereas perchloric acid extraction yielded a higher ATP
value for E. coli compared to the alkaline procedure. Again, this result under-
lines the necessity of identifying optimal extraction conditions with respect to
the biological system and the pools that should be analysed. Recently it was
noted that analysis protocols developed for S. cerevisiae could not be directly
transferred to Penicillium samples [58].

2.5
Analytical Access to Intracellular Metabolites

For the quantitative measurement of intracellular metabolites a variety of dif-
ferent analytical methods have been investigated, using enzymatic assays [33],
GC-MS [34, 35], NMR [36–38], HPLC-UV [30], HPAE-PAD [39], HPLC-MS [29],
HPAE-MS/MS [40] and CE-MS [41].

The measurement of intracellular metabolites with the aid of enzymatic
assays is a prevalent method that benefits from the enzyme’s substrate speci-
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ficity allowing the quantification of distinct metabolite pools in the complex 
biological matrix. Hence, this approach was applied for the metabolite analysis
of the first stimulus-response experiments with Saccharomyces cerevisiae
[9, 21] and it was also considered in subsequent studies focussing on S. cerevi-
siae [11, 13] and E. coli [5, 18].

Despite the invaluable results obtained by enzymatic analysis, some poten-
tial drawbacks should be specified:

1. Enzymatic assays need a relatively large sample volume of about 100–300 µL
for each metabolite measurement. Considering a typical sample size of 1 to
2 mL, this represents about 10–30% of the totally available sample volume.
As a consequence, only a limited number of metabolites can be measured
thus reducing the data density representing the metabolic dynamics after
pulse stimulation.

2. The high enzyme specificity also represents an inherent disadvantage 
because each metabolite needs separate, time consuming, measurements. Of
course, (expensive) measurement automation can be installed, however this
cannot overcome the constraints outlined in (1.).

3. Enzymatic metabolite assays are always coupled to NAD(H) or NADP(H)
consuming or generating reactions to allow UV based detection. Hence 
reaction cascades are usually necessary to achieve final concentration 
measurements of the metabolites of interest. Unfortunately, these are rather
error-prone due to the sequential analytical procedure.

4. The selectivity of the enzymatic assays can be strongly influenced by the
sample matrix (e.g. the cytoplasm composition), as found by our own
studies. As an example, Fig. 3 is given showing the courses of the enzymat-
ically measured, intracellular glucose-6-phophate (G6P) concentration [33]
as a function of the assay incubation time considering two different cell 
extracts of E. coli K12 (Fig. 3A) and E. coli 4pF49 (Fig. 3B), respectively. For
genotype details of E. coli 4pF49 see Appendix. Both cell extracts were
prepared identically, e.g. metabolism inactivation at –50 °C cold methanol
solution (60% v/v), cell extraction with perchloric acid (43% v/v) and sub-
sequent neutralisation. Regarding the strong acidic extraction conditions,
one would assume that no measurable enzyme activity would be left after
cell disruption. However, Fig. 3A reveals that enzymatic G6P measurements
in E. coli K12 extracts strongly interfered with the sample matrix, causing a
steady increase of the measured fictive G6P concentration over time,
whereas measurement results of E. coli 4pF49 (Fig. 3B) were unaffected by
the matrix. Apparently, the varying extract composition of different E. coli
strains had a significant influence on the enzymatic measurements.

To elucidate the phenomenon, cell extract samples of another glucose pulse ex-
periment using a similar strain, called E. coli 4pF20 (see Appendix) were further
subjected to ultrafiltration (molecular cut-off: 5000 Da) before the 
application of enzymatic fructose-1,6-bisphosphate (FBP) measurements. As
indicated in Fig. 4, the ‘FBP dynamics’ were thus revealed as measurement arte-
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facts allowing the conclusion that – apparently – a significant, superimposing
enzyme activity was left in the extract, even after perchloric acid treatment.
Please note that extract ‘rest activity’ is not constant in the samples and that it
overlays the ‘true’ FBP content (see Fig. 4B) by far. Hence, cell extract samples
must be additionally treated by ultrafiltration making the application of
enzymatic tests very time intensive.

Compared to the enzymatic approach, the NMR approach suffers from the
relatively low sensitivity of this technique requiring a biomass content of
several grams cell-dry weight for a quantitative cell content analysis. The ap-
plication of alternative HPLC based methods with UV detection is also limited,
because only nucleotides are well detectable (e.g. via HPLC-UV) while central
metabolism intermediates, such as sugar phosphates from glycolysis and
pentose phosphate pathway, only show a very low UV activity. However, it is
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Fig. 3 Enzymatic G6P measurement (assay concentration) for E. coli K12 (A) and E. coli
4pF49 (B)



noteworthy that the biological matrix can still cause detection problems 
because of the complexity of the sample content.

To overcome problems in the detection of compounds with low UV activity,
pulsed amperometric detection (PAD) coupled to a high-performance anion
exchange (HPAE) chromatography was used instead. Because most of the
metabolites can be deprotonated and thus negatively charged, anion exchange
chromatography is a suitable separation method, but the salt and buffer content
of the matrix can also hamper PAD [39]. In addition, this method is only useful
for the measurement of metabolites which are stable under extremely high 
pH-values, because of a sodium hydroxide gradient used for column elution.
Smits et al. [42] improved the HPAE-PAD method by applying solid-phase 
extraction (SPE) to clean up the sugar phosphates in extracts of Saccharomyces
cerevisiae prior to injection.
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Fig. 4 Enzymatic FBP measurements (intracellular concentration) in glucose pulse experi-
ment with E. coli 4pF20 before (A) and after an additional ultrafiltration step (B)



The coupling of chromatographic separation with mass spectrometrical
identification was a logical consequence of the analytical problems described
in the preceding. First, GC-MS approaches were published focussing on the
isotopomer analysis of proteinogenic amino acids in biomass hydrolysates [43,
44]. However, this approach needs a complicated sample preparation for meta-
bolite derivatization to increase their volatility. Thus thermolabile or large 
molecules are difficult to detect – apart from the problems that might occur
during the derivatization procedure – which favours their detection by liquid
chromatography.

Therefore, the coupling of MS to liquid chromatography seemed to be a
much more universal approach for metabolic profiling. After reliable sources
with electrospray ionisation were commercially available, it was shown that 
this technique is well suited for intracellular analysis in extracts of E. coli with 
LC-MS [29] and Saccharomyces cerevisiae with HPAE-MS/MS [40]. Both me-
thods were successfully applied to analyse intracellular metabolite courses 
after stimulus-response experiments. Compared to the LC-MS approach,
much lower detection limits were achieved using the HPAE-MS/MS technique,
presumably due to the ‘delicate’ ion trap used in the LC-MS. However, the 
applicability of HPAE may be limited due to the sodium hydroxide gradient
necessary for elution which is usually not encountered using HPLC-MS.

2.6
Data Modelling

Monitoring intracellular metabolism dynamics after stimulus-response experi-
ments during observation windows of several seconds up to minutes, usually
provides several thousand pool data per experiment. Obviously, these data
should not be analysed purely intuitively and qualitatively. Because the 
dynamic metabolic patterns resemble in vivo enzyme kinetics, the underlying
mechanistic information should be uncovered with the aid of structured reac-
tion models using the measurements for their identification. These in vivo 
enzyme kinetic models can be the basis for the application of detailed meta-
bolic control analysis (MCA), thus enabling the identification of reactions 
that exert significant flux control for instance in the biosynthetic pathways 
of interest [12]. Considering the experimental procedures of the stimulus-
response experiments some modelling constraints should be specified as well
as necessary, simplifying assumptions:

1. Because metabolic profiling usually cannot distinguish between different
cell-types, and cell age, only non-segregated models can be used.

2. An averaged metabolite concentration is measured in the sample thus forc-
ing the models to assume homogenous metabolite dilution in the cells at the
same time excluding potential metabolite channelling effects. However, cell
compartments can be considered, if additional measurement information 
is available or homogenous concentrations in the compartments is fully 
simulated.
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3. Because of the relatively short observation window, active enzyme concen-
trations can be assumed to be (more or less) constant thus neglecting any
influence of superimposing gene regulation.

Following these constraints some structured models were already identified 
focusing on the central metabolism of S. cerevisiae [10, 11] and E. coli [18].
However, it should be noted that the identification of structured metabolism
models based on stimulus-response data is not necessarily unequivocal.
Because of lacking measurement and biological system information, different
model solutions are possible that need to be discriminated carefully [20, 45].
Therefore, special software tools such as the Metabolic Modelling Tool (MMT)
[19, 46] are necessary that allow the identification and validation of a set of
competing approaches for the modelling of metabolism dynamics.

3
Short Example: Response-Stimulus Monitoring – Not Limited 
to Central Metabolism Alone

So far, stimulus-response experiments were performed using wild-type bacteria
and yeasts restricting metabolic profiling analysis on central metabolism –
namely glucose uptake, glycolysis, tricarboxylic acid cycle and pentose-phos-
phate pathway. This focus might be surprising because especially anabolic
pathway products such as amino acids, vitamins, antibiotics etc. are of out-
standing commercial interest and are thus in the focus of metabolic engineering.

Obviously some challenging problems exist that significantly hamper the
application of the state-of-the-art glucose pulse approach to analyse anabolic
pathways. Using the example of the aromatic amino acid pathway (Fig. 5) in a
L-phenylalanine (L-phe) producing recombinant E. coli strain, the following
section will exemplarily address some of the potential problems one is faced
with if an anabolic biosynthetic route were to be analysed in addition to the
‘state-of-the-art’ central metabolism analysis.

3.1
Analytical Access

The analytical access to the metabolites of the aromatic amino acid pathway is
an essential problem. While almost all metabolites of central metabolism are
commercially available and may be measured enzymatically [33] or, most
promisingly, with the aid of LC-MS technology [29, 40] similar analytical ap-
proaches for the intracellular measurement of intermediates of the aromatic
amino acid pathway are lacking. Mousdale and Coggins [47] described an
HPLC-UV method, but this is only applicable for the measurement of culture
supernatants. Although tools such as LC-MS provide a universal analytical 
approach for quantifying intracellular metabolite concentrations, nevertheless,
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at least purified standards of the intermediates are necessary, which are usually
not available commercially. Hence, time-consuming chemical synthesis or 
the isolation and purification of the substances from fermentation superna-
tant using special ‘knock-out’ mutants is the consequence. Concerning the 
first five pathway intermediates of the aromatic amino acid pathway shiki-
mate is the only one which is commercially available. The other metabolites,
namely 3-deoxy-d-arabino-heptulosonate-7-phosphate (DAHP) and its dephos-
phorylated derivative DAH [48], 3-dehydroshikimate (3-DHS) [49] and shiki-
mate-3-phosphate (S3P) [50] were isolated from culture supernatant of E. coli
mutant strains and 3-dehydroquinate (3-DHQ) was obtained using a chemical
approach [51].

Based on these standards, an LC-MS/MS method was developed using a
triple stage quadrupole MS with an electrospray ionisation source (ESI) for 
detection (TSQ Quantum, ThermoFinnigan). Additionally, metabolites of the
central metabolism were also integrated in the method to enable parallel mea-
surement of catabolic and anabolic pathways. The optimized MS specific and
compound specific MS/MS parameters are shown in Table 1 and Table 2,
respectively. The LC separation is performed using the previously described cy-
clodextrin method [29], with the exception of using a LC split flow of
100 µL/min into the MS detector. To correct for matrix effects, e.g. ion sup-
pression during the ionisation process [52], the standard addition method [53]
was used for quantification in the cell extract samples. Peak detection and inte-
gration was based upon the signal-to-noise ratio in the compound specific
MS/MS traces. To ensure stability of the metabolites, the recovery was measured
with the developed LC-MS/MS method after cell extraction using perchloric
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Fig. 5 Aromatic amino acid pathway leading to the three aromatic amino acids and other
compounds derived from chorismate
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Table 1 MS specific parameters

mass spectrometer TSQ Quantum (ThermoFinnigan)
LC split flow 100 µL/min
Ionisation ESI
Sheath gas 50 units (nitrogen)
Auxiliary gas 15 units (nitrogen)
Capillary voltage 4.0 kV
Capillary temperature 375°C
MS scan modus Multiple reaction monitoring (MRM)
Polarity Negative (–)
Data type Centroid
Q2 collision gas Argon (1.5 mTorr)
Isolation width 1.5 amu
Scan time 150 ms per SRM
Q1+Q3 peak width 0.7 amu

Table 2 Compound specific MS/MS parameters

compound precursor  product collision 
ion (m/z) ion (m/z) energy [eV]

3-Deoxy-arabino-heptulosonate 287.1 79.0 45
7-phosphate (DAHP)

3-Deoxy-arabino-heptulosonate (DAH) 207.2 87.0 12
3-Dehydroquinate (3-DHQ) 189.1 170.8 12
3-Dehydroshikimate (3-DHS) 171.1 127.0 12
Shikimate (SHIK) 173.1 93.0 17
Shikimate 3-phosphate (S3P) 253.1 97.0 17
L-Phenylalanine (l-phe) 164.2 147.0 12
Phosphoenolpyruvate (PEP) 167.0 79.0 13
Dihydroxyacetonphosphat (DHAP), 169.1 97.0 10

Glyceraldehyde 3-phosphate (GAP)a

2-Phospho-D-glycerate (2PG),3-Phospho- 185.1 79.0 35
d-glycerate (3PG)a

Pentose 5-phosphates (P5P)a 229.1 97.0 15
Glucose 6-phosphate (G6P), Fructose 259.1 97.0 17

6-phosphate (F6P)a

6-Phosphogluconate (6PG) 275.1 97.0 17
Fructose 1,6-bisphosphate (FBP) 339.1 97.0 20
Adenosine 5-monophosphate (AMP) 346.2 79.0 35
Adenosine 5-diphosphate (ADP) 426.2 134.0 25
Adenosine 5-triphosphate (ATP) 506.2 158.9 33
Nicotinamide adenine dinucleotide (NAD) 662.4 540.1 17
Nicotinamide adenine dinucleotide 742.4 620.0 17

phosphate (NADP)

a isobaric compounds with identical fragmentation pattern which are not separated by
chromatography and are taken as lumped pool.



acid. Metabolite recoveries were found to be in the range of 95–110% (Fig. 6).
It is noteworthy that the presented analytical approach allows both – the analy-
sis of central metabolism intermediates and the monitoring of aromatic amino
acid pathway intermediates representing the first five reaction steps.

3.2
Experimental Set-Up

So far, the investigation of the central metabolism dynamics after glucose
pulses was performed using glucose-limited chemostat cultures as described in
the preceding section. However, this procedure should not be followed if
recombinant microbial production strains (e.g. L-phenylalanine producing
E. coli) are used, because of the potential loss of plasmid-encoded gene infor-
mation during the glucose-limited, steady-state cultivation before the pulse.
Instead, short-term, glucose-limited fed-batch approaches should be favoured
[54], which resemble the ‘real’ production conditions, presented by Gerigk et 
al. [57], as much as possible. Hence, the experiment was performed with 
a non-growing tyrosine (l-tyr) limited culture in the production phase of a 
fed-batch experiment.

3.3
Signal Dilution

The analysis of metabolite concentration profiles of the central metabolism
benefits from the relatively short reaction sequence from the signal input 
(glucose pulse) to its output (metabolite of interest). However, the signal cas-
cade to intermediates of anabolic pathways is significantly longer, meaning that
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Fig. 6 Recovery of metabolites measured with LC-MS/MS after cell extraction using per-
chloric acid



concentration dynamics may be strongly diluted in the network before they
reach the desired target. The choice of the aromatic amino acid pathway as an
anabolic pathway example was also motivated by the fact, that both precursors,
phosphoenolpyruvate (PEP) and erythrose-4-phosphate (E4P), are closely con-
nected to the signal input (glucose pulse) via the PTS, glycolysis and pentose-
phosphate pathway, respectively. Hence, a sufficiently strong signal transmis-
sion from the signal input (glucose uptake) to the aromatic amino acid pathway
via PEP and E4P should be assumed.

3.4
Experiments with L-Phenylalanine Producing E. coli strains

Following the fed-batch process strategy described elsewhere [54], a glucose
pulse experiment was conducted during the L-tyrosine limited L-phenylalanine
production phase with non-growing E. coli 4pF49.After the cell extraction with
perchloric acid, the neutralized samples were measured using the aforemen-
tioned LC-MS/MS method.

Results of the intracellular metabolic response are given in Fig. 7 and Fig. 8.
Attention should be paid to the relatively low intracellular mM pool sizes that
are still detectable using LC-MS/MS. The observed pool dynamics indicate that
glucose pulse experiments can be applied to recombinant production strains
during realistic fed-batch production conditions. While almost unchanged
metabolite concentrations were measured during the pre-pulse period, signifi-
cant dynamics can be observed during the post-pulse period of 27 seconds, not
only in the intermediates of glycolysis and pentose-phosphate pathway but also
in the nucleotides. For instance, a significant increase of the lumped G6P/F6P
pool immediately after the pulse is identifiable, which is further transmitted to
FBP and also transferred into the pentose-phosphate pathway, indicated by the
lumped pentose-phosphate pool P5P.

To elucidate the signal-to-noise ratio in the experimental data, the mean
value and standard deviation of the pre-pulse concentrations (steady-state)
were calculated. These data were added to each diagram in Figs. 7 and 8 as
horizontal lines. Most of the steady-state data are within the standard deviation
range and significant changes in the pool concentrations after the pulse can be
observed. Only for NAD and NADP the changes are not very significant and
close to the standard deviation limit, as it could also be deduced from the
concentration time courses of both metabolites. For the aromatic amino acid
pathway the glucose pulse dependent increase of the DAHP pool is a factor of
26 higher than the calculated pre-pulse standard deviation which stresses the
flux stimulation into this pathway.

Please note that the PEP pool did not rapidly diminish as one could assume
according to the underlying PTS system that needs PEP for glucose uptake.
On the other hand, similar experiments with other E. coli strains (data not
shown) did reveal declining PEP pools after the glucose pulse thus outlining the
importance of a (complex) model-based analysis of the metabolism dynamics

190 M. Oldiges · R. Takors



Applying Metabolic Profiling Techniques for Stimulus-Response Experiments 191

Fig. 7 Glucose pulse experiment with L-phenylalanine producing strain E. coli 4pF49, in-
tracellular concentration of metabolites from central metabolism, time of pulse addition
t=0 s, line graph represents smoothed data (FFT filter, 5 points) to enhance the visualisation.
The three horizontal lines in each diagram display the mean steady-state concentration
(middle bold line) ± standard deviation (upper and lower thin line)
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Fig. 8 Glucose pulse experiment with L-phenylalanine producing strain E. coli 4pF49, in-
tracellular concentration of nucleotides and DAHP, time of pulse addition t=0 s, line graph
represents smoothed data (FFT filter, 5 points) to enhance the visualisation. DAHP is dis-
played by the measured MS peak area because only a qualitative reference standard was
available. Nevertheless, an MS/concentration relation has been estimated as shown. The
three horizontal lines in each diagram display the mean steady-state concentration (middle
bold line) ± standard deviation (upper and lower thin line)



to identify the underlying mechanistic interactions. E4P was not detectable,
which is in agreement with previous observations of Williams et al. [59] and
Ruijter and Visser [60]. In their critical review of in-vivo measured E4P levels
they concluded that only very low E4P pools should be expected in vivo (if at
all), because of E4P’s tendency to react into dimeric forms [59]. Considering
that even AroF fortified strains were used in this study, no significant E4P pool
should be expected. To allow at least some speculation about the E4P supply via
transketolase reaction (tkt), the lumped pentose-phosphate pool P5P can be
used as reference instead.

With respect to the aromatic amino acid pathway a rapid increase of the
DAHP pool, the first metabolite in that pathway, was measured directly after the
pulse addition (Fig. 8).After decline to a minimum at 12 s the DAHP pool rises
again, reaching the almost similar pool size at 25 s compared to the first maxi-
mum. Both pool rises coincided with increasing precursor pools, namely PEP
and P5P, thus allowing the assumption that the carbon flux via DAHP-synthase
is fortified by the increased precursor supply from central metabolism, due to
the glucose pulse. However, effluxes of the DAHP pool (via 3-dehydroquinate
synthase, AroB) leading to 3-dehydroquinate, may be limiting. Hence, no pool
sizes of the subsequent metabolites of the aromatic amino acid pathway were
detected.

To detect the metabolite pools downstream of DAHP after glucose pulse a
further fortification of the flux into the aromatic amino acid pathway is ap-
parently necessary. This can be achieved by genetic modification of the current
E. coli strain, i.e. by replacing the wild-type DAHP-synthase (encoded by
aroFwt) by a tyrosine feedback resistant mutant aroFfbr. Consequently, elevated
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Fig. 9 Intracellular steady-state metabolite levels in E. coli 4pF20, possessing an aroFfbr over-
expression. The precursors phosphoenolpyruvate (PEP), the lumped pentose-phosphate
pool (P5P), DAH(P), 3-dehydroquinate (3-DHQ), 3-dehydroshikimate (3-DHS), shikimate
(SHI) and shikimate 3-phosphate (S3P) are shown. DAH(P) corresponds to the pool of
the dephosphorylated derivative DAH, because there was only a qualitative standard avail-
able for DAHP, so the quantitative DAH result is shown instead. This is justified by a constant
DAH/DAHP ratio measured in the study



L-Tyr concentrations in the fermentation experiment can be used without low-
ering the DAHP synthase activity which finally results in amplified aromatic
amino acid pathway fluxes together with increased glucose uptake rates [61].

Using the ‘novel’ strain E. coli 4pF20 under respectively changed pulse con-
ditions lead to detectable pool sizes of DHQ, DHS, shikimate and S3P, meta-
bolites downstream of DAHP, as shown by the measured steady-state concen-
trations in E. coli 4pF20 (Fig. 9).

Summarizing, one can conclude that anabolic pathways such as the aromatic
amino acid pathway can be induced by glucose pulse experiments and that
analysis, e.g. using LC-MS/MS is also promising for quantifying pathway pools.
Please note that further metabolic profiling studies focusing on pathway dy-
namics in the aromatic amino acid biosynthesis are described elsewhere [55].

4
Conclusions and Outlook

During the last decade, remarkable analytical improvements were achieved 
enabling the thorough quantitative analysis of central metabolism and/or meta-
bolic pathways by metabolic profiling. Among those, chromatographic separa-
tion combined with mass spectrometry seems to be the method of choice 
to quantify intracellular pool sizes at mM level using for instance LC-MS/MS
techniques.

The concerted application of these metabolic profiling approaches in ‘clas-
sical’ stimulus-response experiments with rapid sampling, metabolism inacti-
vation, modelling etc. can provide very valuable insights into the biochemical
reaction network of living cells. Preferably, these experiments should also 
aim at the analysis of anabolic pathways leading to commercially interesting
products to use the derived information for further metabolic engineering.

This contribution primarily represents, a short example of a stimulus-re-
sponse experiment which also considers an anabolic pathway, namely aromatic
amino acid synthesis, following the metabolic profiling approach. It was shown
that the LC-MS/MS approach can be applied for metabolites of central meta-
bolism as well as for intermediates of the aromatic amino acid pathway. Con-
sidering the dynamics of the “entrance” metabolite DAHP, it can be assumed
that glucose pulses are transmitted to the anabolic pathway of interest, which
is certainly important with respect to further metabolic profiling studies.

Referring to the recently published definition of modern metabolic engineer-
ing [56], the experimental procedure described previously allows one to derive
the in vivo enzyme kinetic information needed to “… enter the living cell…”.
Hence the concerted approach of stimulus-response experiments, metabolic
profiling and metabolic modelling may represent a powerful tool to start mod-
ern metabolic engineering.
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Appendix The L-phenylalanine production strains with the names E. coli 4pF20 (coding for
the genotype D(pheA tyrA aroF)/pJF119EH aroF fbr pheAfbr amp) and E. coli 4pF49 (coding
for the genotype D(pheA tyrA aroF)/pJF119EH aroFwt pheAfbr amp) were used for the glucose
pulse experiments. Details of E. coli 4pF20 are presented in Gerigk et al. [57], E. coli 4pF49
was constructed by Degner and Sprenger (unpublished results).
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Abstract The production of enantiopure compounds is becoming increasingly important to
the chemical and biotechnological industries. Bioorganic transformations look set to meet
this demand due to their inherently regio- and stereoselective natures. In this sense, bio-
synthesis needs to be viewed as “chemistry by nature”. Biological principles that have been
optimized over thousands of years experience a new renaissance when used for technical
asymmetric catalysis; however, to be able to use them, we need an appropriate technology:
reaction engineering. Indeed, various biological principles are already being applied in tech-
nical asymmetric synthesis without the scientific community at large being aware of this.

1 Biological Principles  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 197

2 Technical Asymmetric Catalysis . . . . . . . . . . . . . . . . . . . . . . . . . . 200

3 Transfer of Biological Principles to Technical Asymmetric Catalysis  . . . . . . 205
3.1 In Vitro Biological Reaction Sequences  . . . . . . . . . . . . . . . . . . . . . . 205
3.2 In Vivo Biological Reaction Sequences  . . . . . . . . . . . . . . . . . . . . . . 207
3.3 Chemoenzymatic Reaction Sequences  . . . . . . . . . . . . . . . . . . . . . . 208
3.4 Electroenzymatic Reaction Sequences  . . . . . . . . . . . . . . . . . . . . . . 210
3.5 Chemzymes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 214
3.6 Reaction Engineering  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 216

4 Conclusion  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 218

References  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219

1
Biological Principles

The American Heritage Dictionary defines a principle as “a rule or law con-
cerning the functioning of natural phenomena or mechanical processes” [1]. In
other words, a principle is a statement of fact that has wide general applicabil-
ity and has already been tested by many workers over long periods of time. Bio-
logical principles are those principles that have been developed and applied by
nature over thousands of years. Over the course of time they are even optimized
by evolution. Some examples are:
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1. Living systems obey physical and chemical laws.
2. All organisms capture, store and transmit energy.
3. All organisms are adapted to their habitat.
4. Evolution is irreversible.
5. Growth is a fundamental characteristic of life.
6. Energy fixation in plants is carried out via photosynthesis.

The transfer of biological principles and concepts to technical applications
leads to astonishingly successful results. Often, even if no transfer was planned
in the first place, the solutions developed for a given problem look surprisingly
similar. One example is the development of highly specialized tools for drilling
hard materials. The drill of the yellow-headed giant wasp of North America
uses the same structure/principle as a drill that was developed by engineers to
drill holes into hard materials [2]. Leonardo da Vinci (1452–1519) used nature
as a source of inspiration. Based on his observations of how birds fly, he
planned the first machines that would enable men to fly too. Both examples
demonstrate that bio-inspired design and development has consistently has
provided and will continue to point to solutions to technological problems.
But what other principles from nature can be transferred to chemical synthesis
and chemical technology besides these engineering-based examples? We will
explore this question in the following sections.

The word “biotechnology” implies that different disciplines of natural scien-
ces are united in this field.Aside from biology and the discipline-specific tech-
nology, chemistry, physics, and engineering are also of fundamental impor-
tance. This fact becomes especially obvious if one considers a whole cell as 
a microfabrication unit (Fig. 1): Anton from DuPont has pointed out before:
“You are looking at living organisms as tiny chemical factories in their own
right–multiple 2-micron-sized reactors” [3].

Nature had to find ways to synthesize complex compounds, often in a 
highly stereoselective manner, from primitive starting materials, such as CO2
or glucose. Initiating multi-step reactions in sequences or cycles solves this 
task. Enantio- or regioselectivity is introduced via highly selective catalysts:
enzymes. These biological catalysts are generally of high molecular weight and
are either homogeneously solubilized within the cells, or alternatively they are
bound to membranes. Nature had to solve the problem that different reaction
steps have to occur spatially separated in order to prevent cross-reactions or 
inhibitions. Therefore, different compartments in the cell exist, forming inde-
pendent reaction volumes. The macromolecular biocatalysts are either retained
inside membranes (if they are solubilized), or alternatively, they are coupled 
to membranes. Starting materials need to be transported into the cell, and
products out of the cell. Besides this, intermediates need to be transported
between different compartments of the cell. Therefore, different procedures are
established, such as diffusive and active transport. Side products are removed
by separation or even by reactive work-up, whereby they become integrated 
as starting materials into subsequent reaction sequences. To keep these little
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micron-sized factories running, energy needs to be supplied, either by photo-
synthesis or respiration. Energy is stored in chemical compounds, for instance
as adenosine triphosphate (ATP), and is transported coupled to a mass-trans-
fer action. These biological factories are very well adapted to their function and
to their surroundings. A two foot long neuron, a two pound ostrich egg, and a
0.2 mm bacterium all represent a single cell. Bacteria can be found in the
Antarctica surviving significantly below 0 °C, as well as in boiling fountains in
the Yellowstone National Park in the USA. In other words, a cell is nothing more
than a biological factory producing chemicals (Fig. 1), that is optimized for its
special task. Nevertheless, as different as the shape and the functions of dif-
ferent cells are, they all follow the same biological principles as far as biosyn-
thesis is concerned. These basic biological principles are:

1. Complex chemicals are synthesized in reaction sequences.
2. Biological catalysts are macromolecular and in general homogeneously sol-

uble.
3. Membranes retain macromolecular, homogeneously solubilized catalysts.
4. Coupling to membranes heterogenizes catalysts.
5. Key steps of reaction sequences are catalyzed.
6. Energy and mass transport are most often coupled.
7. Mass transport over gas/liquid barriers is facilitated by membranes.

There are undoubtedly other biological principles of biosynthesis beyond
these, but the ones listed above seem to be the fundamental ones. In this chapter
we will start by focusing on technical asymmetric catalysis. Then we will inves-
tigate the transfer and applicability of biological principles to technical asym-
metric chemistry.
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Fig. 1 The whole cell as a microfabrication unit [190]



2
Technical Asymmetric Catalysis

The term “catalysis” was first coined by Berzelius in 1836 and stems from the
Greek meaning “down” or “loosen” [4]. Up until then, only affinity, as a chem-
ical driving force, was known. Berzelius stated that reactions occur by “catalytic
contact”. Ostwald developed a more detailed understanding of catalysis in 1883
[5]. He described catalysis as the phenomenon in which a small quantity of a
certain substance, the catalyst, increases the rate of a chemical reaction or the
rate of approaching the equilibrium of a chemical reaction, without itself being
substantially consumed. Only thermodynamically feasible reactions can be
accelerated by catalysts [6].

Biological catalysts were already being used by man long before Berzelius and
Ostwald conducted their investigations, without anybody even being aware of
their existence in the production of food and beverages. Sumerians and Baby-
lonians practiced beer brewing before 6000 B.C., references to wine making can
be found in the Book of Genesis, and Egyptians used yeast for baking bread.
However, the knowledge of the production of chemicals such as alcohols and 
organic acids by fermentation is relatively recent, and the first reports in the
literature appeared only in the second half of the nineteenth century. In 1921,
Chapman reviewed a number of early industrial fermentation processes for the
production of organic chemicals [7]. Gradually, it was discovered that micro-
organisms could modify certain compounds by simple, chemically well-defined
reactions,which are further catalyzed by enzymes.Nowadays, these processes are
called “biotransformations”. The essential difference between fermentation and
biotransformation is that there are several catalytic steps between substrate and
product in fermentation while there is only one or two in biotransformation.
Also, the chemical structures of the substrate and the product resemble one 
another in a biotransformation, but this is not necessarily so in fermentation.

Early industrial catalytic processes used inorganic compounds as catalysts.
An example is the so-called “Deacon process”, the oxidation of HCl into Cl2,
as well as the production of sulfuric acid (Table 1). The production of sulfuric
acid had already been commercialized by the mid-eighteenth century [4]. It is
worth noting that a homogeneous catalyst was used in the first industrially 
applied catalytic process.

Asymmetric catalysis is a special discipline in the field of catalysis that 
enables the selective synthesis of just one single enantiomer of a racemate [8].
In the chemical industry, this field of research has become more and more im-
portant over the past 20–30 years. This is due to the fact that many compounds
associated with living organisms are chiral, including DNA, enzymes, anti-
bodies, and hormones. Typically, different enantiomers of a particular com-
pound have different biological activities. Prominent examples are limonene
and propanolol. (S)-Limonene smells like lemons and the enantio-comple-
mentary (R)-enantiomer smells like oranges. (S)-Propanolol is used as a drug
against high blood pressure, whereas the (R)-enantiomer is contraceptive.
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In the past, almost all drugs were marketed as racemic 1:1 mixtures of both
enantiomers (this still applies to some drugs today too). This has sometimes
lead to severe complications, such as in the sad case of thalidomide, an anti-
inflammatory and sedative drug. In the 1990s, the American Food and Drug
Administration (FDA) decided that a racemic drug could be patented again in
its enantiopure form, if it can be proved unequivocally that the enantiomer to
be patented is solely responsible for the origin of the pharmaceutical effect [9].
Besides this, there is also an economical (and environmental) consideration:
if 50% of the mixture yields no effect, 50% of the production costs are spent 
on waste.

As one can see from these points, there is also huge financial potential
hidden in the so-called “chiral switches”, compounds that were formerly intro-
duced to the market as racemates, but which can now be reregistered with the
FDA in single enantiomer forms; Fig. 2 illustrates the predicted exponential
growth of the world market for chiral technology.
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Table 1 The first industrial chemically catalyzed processes [4]

Year Process Catalyst

1750 H2SO4 lead chamber process (homogeneous catalyst system) NO/NO2

1870 SO2 oxidation Pt
1880 Deacon process (Cl2 from HCl) ZnCl2/CuCl2

1885 Claus Process (H2S and SO2 to S) Bauxite
1900 Methane from synthesis gas Ni
1910 Haber-Bosch ammonia synthesis Fe/K
1920 Methanol synthesis (high pressure process) Zn, Cr oxide

Fischer-Tropsch synthesis Promoted Fe, Co
Acetaldehyde from acetylene (homogeneous catalyst system) Hg2+/H2SO4

Fig. 2 World market for chiral technologies in billions of US$ [191]



Once again however, here as well, nature is first. It has been practicing asym-
metric catalysis since thousands of years in its micron-sized reactors, namely
cells. In 1858, Pasteur [10] was first to demonstrate the microbial resolution of
tartaric acid. He performed fermentation of the ammonium salt of racemic tar-
taric acid, mediated by the mold Penicillium glaucum. The fermentation
yielded (–)-tartrate. Even if this is a resolution process and not asymmetric
synthesis, it was the first time that nature’s enantioselectivity has been demon-
strated. l-Lactic acid was probably the first optically active compound to be
produced industrially by fermentation. Its asymmetric synthesis via bio-
chemistry was first accomplished in the USA in 1880 [11]. Neuberg and Hirsch
[12] discovered in 1921 that the condensation of benzaldehyde with acetal-
dehyde in the presence of yeast results in optically active (1R)-hydroxy-1-
phenyl-2-propanone. This compound was then further chemically process-
ed into l-(–)-ephedrine (Fig. 3) by Knoll A.G., Ludwigshafen, in Germany 
(1930) [13].

Numerous authors have given overviews of biotransformations used in in-
dustry [11, 14–25]. The use of biocatalysis from the viewpoint of a chemist in
the lab is summarized in several books as well. Recent ones are [26–31]. Some
selected examples of technical asymmetric biotransformations as applied in in-
dustry are given in Table 2. Late in 2002, M.-R. Kula and M. Pohl received the
German Future Prize 2002 – awarded by the President of the Federal Republic
of Germany for Technology and Innovation – for their project:“Soft Chemistry
with Biological Catalysts”.

Like nature, man has also been – and still is – developing chiral catalysts.
These achievements have been acknowledged by several Nobel Prizes in the
field of chirality (Table 3). The latest one in this field has been awarded to 
W. Knowles, R. Noyori, and K. Sharpless in 2001 for their work on asymmetric
catalysis.

The first asymmetric synthesis developed by man was the cyanohydrin syn-
thesis, which was the focus of E. Fischer’s seminal work on asymmetric induc-
tion [11]. Subsequently, following Bredig’s results that quinine catalyzes the
enantioselective hydrocyanation of aldehydes [32], several cinchona alkaloid
bases were investigated in enantioselective processes [33]. Today, most of the
synthetic chiral catalysts are based on transition metals, modified by optically
active additives, or by transition metal complexes, containing optically active
ligands [6]. The milestones of man-made asymmetric catalysis are summarized
in Table 4.
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Table 3 Nobel Prizes in the field of chirality

Year Awarded to Nobel Prize in chemistry for

1902 Hermann E. Fischer recognition of the extraordinary services 
he has rendered by his work on sugar 
and purine syntheses

1975 John W. Cornforth work on the stereochemistry of enzyme-
catalyzed reactions

Vladimir Prelog research into the stereochemistry of organic 
molecules and reactions

1990 Elias J. Corey development of the theory and methodology 
of organic synthesis

2001 William S. Knowles, work on chirally catalyzed hydrogenation 
Ryoji Noyori reactions

K. Barry Sharpless work on chirally catalyzed oxidation reactions

Table 2 Examples of technical asymmetric biosyntheses applied in industry [4, 21]

Year Process Catalyst

1880 l-lactic acid formation by fermentation Lactobacillus
of glucose or lactose

1930 l-ephedrine intermediate through Yeast
asymmetric C–C bond formation 
sorbitol to l-sorbose oxidation in Gluconobacter suboxydans
vitamin C production

1950 l-amino acids through fermentation Brevi-, Corynebacterium species

1970 l-aspartic acid by the addition aspartase (E. coli)
of ammonia to fumaric acid

1980 l-dopa from ammonia, pyruvate bacterial enzymes
and catechol
l-malic acid by the addition of water fumarase (Brevibacterium)
to fumaric acid

2000 (1S)-hydroxy-(3-phenoxy-phenyl)- oxynitrilase
acetonitrile by hydrocyanation
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3
Transfer of Biological Principles to Technical Asymmetric Catalysis

As we have seen, nature is already applying highly advanced technologies in its
own micro fabrication units, the whole cells. Indeed, nature’s asymmetric catal-
ysis has been slowly perfected to the highest degree. It uses enantio- and re-
gioselective catalysts, the enzymes; an approach that means that there is no
need to introduce and later cleave off protecting groups, a concept that is still
common in general chemistry. We also noted that the first asymmetric com-
pounds to be produced industrially were done so using biotransformations.

3.1
In vitro Biological Reaction Sequences

Biological catalysts have been optimized by evolution over the course of time.
Since their reaction conditions are generally compatible with natural processes,
biocatalysts have been applied by nature in reaction sequences and cycles [34],
for example in the citric acid cycle. This represents the first biological principle:
complex chemicals are synthesized in reaction sequences. The intermediate 
separation and purification approach common to classical organic syntheses,
used due to incompatibilities between reaction steps, is generally not needed
if biocatalysts are used (Fig. 4). In modern organic synthesis, however, these ad-
ditional separation and purification steps are frequently not needed anymore.

In the chemical literature, several names are used to describe reaction se-
quences: cascade, consecutive, domino, iterative, one-pot (one-flask), sequen-
tial, tandem, and zipper reactions [35]. Listed below are two main reaction
types to be differentiated. One is the so-called domino (or “cascade”) reaction,
where the reaction sequence is initiated (or “triggered”) by the first step. The
other one is the tandem (or “sequence”) reaction, which consists of a two-step
reaction performed in a consecutive fashion [36]. The first type is especially im-
portant if the intermediates are unstable. For a recent review on enzyme-initi-
ated domino reactions, see [36]. In the last decade, more and more biocatalyzed
reaction sequences have been investigated. A comprehensive review on this
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topic has been published by Bruggink et al. [37]. Examples are the synthesis of
l-amino acids through the sequential usage of a hydantoinase and a car-
bamoylase [38, 39] even integrating an additional racemase (Fig. 5), the two-
step enzymatic synthesis of cephalexin from d-phenylglycine nitrile [40]
(Fig. 6), the two-step enzymatic synthesis of l-lactic acid from acetaldehyde
[41], and the four-step enzymatic synthesis of non-natural carbohydrates from
glycerol [42, 43] (Fig. 7). In the latter example, the different enzymes are acti-
vated stepwise by switching the pH.

In a 12-step enzymatic conversion in one-pot, the corrin moiety of vitamin
B12 was transformed on a milligram scale [37, 44, 45].

Multicatalyst systems have been established for in situ cofactor regeneration
for several decades. Examples are the regeneration of the precious nicoti-
namide cofactors [46–50] or the regeneration of the expensive nucleotide sug-
ars [51–55]. Besides this, there are also several examples of reaction sequences
to transform sugars and synthesize oligosaccharides in one-pot [55–60]. The
performance of such reaction sequences have even been optimized by means
of mathematical methods, as in the case of the synthesis of the O-glycan core
2 structure [61].
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Fig. 5 Synthesis of l-amino acids by the sequential usage of a hydantoinase and a carba-
moylase [38, 39]

Fig. 6 Two-step enzymatic synthesis of cephalexin from d-phenylglycine nitrile [40]



3.2
In vivo Biological Reaction Sequences

Besides the application of isolated enzymes, whole cells have also been applied
in order to utilize their in vivo reaction sequences for the synthesis of fine
chemicals. The most popular microorganism for biocatalysis is baker’s yeast
(Saccharomyces cerevisiae) [62]. However, utilizing whole cells as “bags of en-
zymes” has some drawbacks: 1) low enzymatic activities; 2) often low per-
meability for substrate and product; 3) inhibition of cell growth by reactants;
4) degradation of substrate or product by cellular activity, and; 5) difficulties
with isolation and purification from the reaction mixture [63]. Nevertheless,
many approaches for whole cell conversions have been investigated and are 
applied on an industrial scale [21]. These limitations can partly be overcome
by reaction engineering. Furthermore, new strains are constructed by means
of recent genetic engineering technologies where the desired enzymes are
cloned and overexpressed [64, 65]. A very prominent example is the asym-
metric reduction of ethyl 4-chloro-3-oxobutanoate to ethyl (S)-4-chloro-3-
hydroxy-butanoate. In this case Escherichia coli cells expressing both the
carbonyl reductase gene from Candida magnoliae and the glucose dehydro-
genase gene from Bacillus megaterium are used as the catalyst. In a two-phase
system consisting of an organic solvent and an aqueous phase, ethyl (S)-4-
chloro-3-hydroxy-butanoate is formed in the aqueous phase and reextracted
into the organic phase (Fig. 8). Reportedly, the final concentration of the 
product amounted to 2.58 M (430 g L–1), the molar yield being 85% [66–70].
By applying wild-type cells of Lactobacillus kefir, the two-step enantio- and 
diastereoselective reduction of 2,5-hexandione was carried out in a continu-
ously operated process, yielding a space-time yield of 64 g L–1 d–1 [71, 72]
(Fig. 9).

Technical Application of Biological Principles in Asymmetric Catalysis 207

Fig. 7 Four-step enzymatic synthesis of non-natural carbohydrates from glycerol [42, 43]



A new way to carry out a reaction sequence was introduced by the Kyowa
Hakko company. Recombinant E. coli and C. ammoniagenes is used for the in-
dustrial manufacture of oligosaccharides; for instance Lewis X [63, 73–77].
Here, different enzyme activities are located in different recombinant E. coli
cells that are added to the batch process as a function of time, thereby circum-
venting feedback inhibitions. This highlights the importance of reaction engi-
neering and technical chemistry if biological principles are to be transferred to
technically useful forms of asymmetric catalysis. If different catalysts are com-
bined in a one-pot synthesis, problems with feedback inhibition and concur-
ring reactions often occur. Therefore, it is often important to separate individ-
ual reaction chambers. Nature too had to solve this problem, and it also uses the
separation of reaction chambers, like in the Golgi apparatus. Therefore, sepa-
ration of reaction chambers is a further biological principle.

3.3
Chemoenzymatic Reaction Sequences

A newly arising and very promising field is the combination of chemo- and bio-
catalysis (see Bruggink et al. [37]). The first combined one-pot synthesis uti-
lizing a bio- and chemocatalyst seems to be the conversion of d-glucose into

208 A. Liese

Fig. 8 Escherichia coli cells expressing both the carbonyl reductase gene from Candida
magnoliae (S1) and the glucose dehydrogenase (GDH) gene from Bacillus megaterium
being used as a catalyst [69, 70]

Fig. 9 Synthesis of (2R,5R)-hexandiol with resting cells from Lactobacillus kefir [71, 72]



d-mannitol, published in 1980 [78]. Glucose isomerase transforms glucose into
fructose, resulting in a 1:1 mixture. A copper catalyst added at the same time
hydrogenates fructose to mannitol (Fig. 10). The yield of d-mannitol is twice as
high as by the traditional process. These combinations are especially useful if
dynamic kinetic resolutions need to be established (for a recent comprehensive
review, see [79]). In the dynamic kinetic resolution of b-hydroxy nitriles, yields
of up to 81%, and an ee of up to 99% for the acylated alcohol are reached [80]
(Fig. 11). The non-acylated starting material (hydroxyl nitrile) is isomerized in
situ by a ruthenium catalyst.

Using this approach, it is possible to transfer a classical kinetic resolution
ideally to a 100% ee/100% yield synthesis. DSM Fine Chemicals has recently
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Fig. 10 Chemoenzymatic Synthesis of d-mannitol [78]

Fig. 11 Dynamic kinetic resolution of b-hydroxy nitriles [80]



scaled up such a dynamic kinetic resolution to a multiton per year scale.A lipase
catalyzes the esterification of the (R)-secondary alcohol from a racemic mix-
ture, while at the same time the remaining (S)-enantiomer is racemized by a
homogeneous metal catalyst [81]. The ester is inert to the metal complex and
does not racemize. As result, a nearly quantitative yield of the enantiopure 
ester is yielded (ee>99%).

3.4
Electroenzymatic Reaction Sequences

Chemical asymmetric catalysis and enantioselective biocatalysis are often com-
plementary; sometimes they are even competitive, as in the production of fine
chemicals. From the perspective of atom- and energy-efficiency, the combina-
tion of both fields is becoming more and more important. Electroenzymatic
synthesis utilizes electrons as cheap redox equivalents. The advantages of using
enzymes as enantioselective catalysts are combined here with the waste-free
electrochemical in situ generation or regeneration of reagents. In contrast to
whole cells in nature, where by necessity energy and mass transport are almost
always coupled – as for example in the respiratory chain or in photosynthesis
– it is possible to separate both processes in vitro. This is a very stimulating,
positive difference, however, to the sixth biological principle: energy and mass
transport are coupled. In electroenzymatic synthesis, electrons can be directly
transferred from an electrode to enzymes or mediators. The feasibility of sup-
plying redox equivalents directly via an electrode has been demonstrated on
some selected examples (for reviews see [82–84]). This enables new possibili-
ties in setting up reaction sequences according to the first biological principle:
complex chemicals are synthesized in reaction sequences. Here electrochemical
and biocatalytical steps are combined favorably in sequences or cycles, and re-
sult in a method that has been named “electroenzymatic synthesis”.

Furthermore, utilization of almost mass-free electrons as redox equivalents
allows us to set up redox reactions without side products. Both components 
of the electroenzymatic synthesis concept are intrinsically environmen-
tally friendly [85]. In addition, electrons are the cheapest redox equiva-
lents available besides oxygen and hydrogen, especially on an industrial scale
(Fig. 12).

Three different methods for carrying out redox reactions can be different-
iated, and those used for the oxidation of a substrate are outlined in Fig. 13. The
simplest method is to apply stoichiometric amounts of an oxidation reagent
(Fig. 13, top). The disadvantage of this method is that stoichiometric amounts
of waste are created in the form of the spent oxidation reagent, which is also un-
attractive from an economical point of view.Alternatively, two electrochemical
methods can be applied: electrochemical regeneration of catalytic amounts of
the oxidation reagent (indirect electrolysis, Fig. 13, bottom left), or the direct
electrochemical oxidation of the substrate, omitting the oxidation reagent
altogether (Fig. 13, bottom right).
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Obviously, oxidoreductases are ideally suited for combining with electro-
chemical steps. For all of the reactions they catalyze, stoichiometric amounts
of redox equivalents in relation to the starting material are needed. Since nat-
ural redox equivalents are often very expensive (see NADH in Fig. 12), they
need to be regenerated if applied in asymmetric catalysis on a technical or even
industrial scale. At this point, electrochemistry comes into play. In contrast to
enzymatic regeneration methods of, say, nicotinamide cofactors, no side prod-
ucts are produced electrochemically from the regeneration [86–88]. In elec-
troenzymatic synthesis, as seen in Fig. 14, the enzymatic regeneration of NAD+

Fig. 12 Costs of redox reagents, per mole (logarithmic scale)

Fig. 13 Comparison of requirements of oxidation reactions with those of stoichiometric 
oxidant equivalents. Top: stoichiometric oxidant with waste production. Bottom left: electro-
chemical regeneration of catalytic amounts of oxidant. Bottom right: direct electrochemi-
cal regeneration [84]



is replaced by either indirect cofactor regeneration via a mediator or by direct
electrochemical regeneration (not shown), sparing the mediator. The reverse
procedure can also be applied for the regeneration of the reduced nicotinamide
cofactor.

In the literature, several examples of electroenzymatic synthesis have been
reported. So far, the major application of it is the regeneration of cofactors,
where mainly indirect electrolyses are applied. The FAD prosthetic group in
ethylphenolmethylene hydroxylase is regenerated indirectly with the water-
soluble 1,w-bisferrocenyl-polyethyleneglycol [89, 90]. NAD(P)H is reported 
to be efficiently regenerated with water-soluble polyethyleneglycol-bound
Cp*Rh(bipyridyl)-complexes as mediators in continuously operated mem-
brane reactors [82, 87, 88, 91–94]. Likewise, methyl viologen and several other
mediators are used for the regeneration of reduced cofactors [83, 95]. The afore-
mentioned rhodium-complex acts as a selective redox catalyst, only transfer-
ring a hydride to the 4-position of NAD+ and NADP+. For the regeneration of
the oxidized cofactors, ABTS2– (2,2¢-azinobis(3-ethylbenzothiazoline-6-sulfo-
nate), 1,10-phenanthrolin-5,6-dione or the respective N-methylated compound
can be successfully applied [96–100]. Turnover frequencies tof = 35 h–1 were
reached.

Besides the regeneration of cofactors and direct activation of enzymes, elec-
trochemistry can also be used to generate reactants in situ.A promising target
is the in situ generation of H2O2 as a redox equivalent for peroxidases. Peroxid-
ases catalyze a broad spectrum of reactions. Their applications as biocatalysts
for selective reactions in oxidations of non-activated carbons, epoxidations,
hydroxylations, and sulfoxidations have been extensively reviewed [83, 101–
104]. Nevertheless, technical application of peroxidases is hampered by their 
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Fig. 14 Substitution of a regeneration enzyme, its co-substrate, and formed co-product, for
free-electrochemical cofactor regeneration with catalytic amounts of mediator [84]



instability at high concentrations of the co-substrate hydrogen peroxide. For
example, the heme peroxidase chloroperoxidase (CPO, EC 1.11.1.10) from the
mold Caldariomyces fumago, catalyzing the enantioselective sulfoxidation of
thioanisole to (R)-methylphenylsulfoxide (ee > 98.5%, Fig. 15) [105–107], is
rapidly deactivated at 50 mM H2O2 (half-life t1/2 = 38 min) [108, 109].

Generating H2O2 in situ by the reduction of oxygen prevents it from accu-
mulating in high concentrations. This can be carried out either using a chem-
ical reducing agent like ascorbic acid, or using glucose oxidase, which oxidizes
glucose to gluconic acid while hydrogen peroxide is formed as coproduct [110,
111]. The disadvantage of this method is obvious: a second starting material
needs to be introduced stoichiometrically into the reaction system, and con-
sequently a side-product is also synthesized and accumulates stoichiometri-
cally.

An alternative approach was published by Laane et al. [112]. For the CPO-
catalyzed chlorination of barbituric acid, Laane produced the required H2O2 by
cathodic reduction of oxygen. The advantage of this approach is that no side
products are formed whatsoever and that electrons are used as cheap redox
equivalents. This procedure has been transferred to the utilization of chloro-
peroxidase to catalyze enantioselective sulfoxidations (Fig. 15).

An elegant electrochemical approach was published by Biade et al. for the
de-racemization of racemic lactate [113]; see Fig. 16. The l-selective lactate de-
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Fig. 15 In situ generation of hydrogen peroxide by cathodic reduction of oxygen coupled
to the subsequent chloroperoxidase (CPO)-catalyzed sulfoxidation of thioanisole [192]

Fig. 16 Direct anodic regeneration of NAD+ coupled to the racemic cathodic reduction of
pyruvate (LDH = lactate dehydrogenase) [113]



hydrogenase only oxidizes l-lactate to pyruvate, which is subsequently elec-
trochemically reduced to racemic lactate. Here d-lactate is left over. Besides the
regeneration of cofactors, direct electron transfer to enzymes at electrodes has
also been described. Prominent examples are hydrogenases [114–118].

Despite the success of electroenzymatic synthesis on a laboratory scale, no
electroenzymatic synthesis has yet been scaled up to an industrial process. The
reason for this might be that the process engineering optimization of these
electroenzymatic syntheses is still a subject that is rarely treated [95, 119, 120].

3.5
Chemzymes

The biological catalysts, the enzymes, inspire this area of research. Enzymes are
ideal catalysts, optimized by nature over several generations. They are homo-
geneously soluble, highly selective biocatalysts of high molecular weight. This
allows their retention by, say, ultrafiltration membranes due to their size [121,
122]: typically 20,000–200,000 g mol–1. Therefore, the recycling of such catalysts
is possible, for example, through the use of a continuously operated enzyme
membrane reactor (EMR) [123]. The second biological principle, namely that
biological catalysts are macromolecular and in general homogeneously soluble,
has motivated the field of classical chemical catalysis. Metal ligands have been
covalently bound via linkers to polymeric backbones of high molecular weight.
For this purpose, the polymeric backbone and the linkers are chosen in such a
way that the resulting macromolecular catalyst is (in contrast to biocatalysts)
homogeneously soluble in the solvent of choice – not restricted to water – and
can be retained using membranes. This is the application of the third biological
principle: membranes retain macromolecular, homogeneously solubilized cata-
lysts. In this fashion, the major restriction to using biocatalysts has been over-
come, namely that enzymes are typically limited to water as the solvent [124].
In this way, the high solubility of hydrophobic reactants in organic solvents 
increases the chance of reaching a high space-time yield (sty). This synthetic
version of an enzyme is called a chemzyme (chemical enzyme, Fig. 17) or also
sometimes a synzyme (synthetic enzyme). In contrast to enzymes, which gene-
rally possess one active site, it is possible to couple a number of active sites 
– often via a spacer unit – to a polymeric backbone.

The advantages of combining the chemical and the enzymatic approaches
have been demonstrated on different examples. Prominent chemzymes syn-
thesized have been made out of rhodium (diphenylphosphinomethyl) ligands
for hydrogenation and hydroformylation of mono alkenes [125, 126], amino
alcohols as ligands for diethylzinc reduction [127], oxazaborolidine ligands 
for borane reductions [128–131], polyleucine derivative ligands for the Julia-
Colonna asymmetric epoxidation of chalcone [132], ligands catalyzing the
Sharpless dihydroxylation [133], and those using the Gao-Noyori catalyst for
transfer hydrogenation [134] that were bound to homogeneously soluble 
polymers (such as polystyrene, polymethacrylate, polysiloxane). The resulting 
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soluble polymer-bound catalysts, chemzymes, can now be retained by ultra-
filtration or nanofiltration membranes like enzymes; therefore, they can now
be applied in a chemzyme membrane reactor (CMR) [130, 132, 134–138]. Similar
approaches have been developed for other classes of catalysts attached to 
polymers [133, 139–141], dendrimers [142–144], or hyperbranched polygly-
cerols [145]. Even the direct retention of non-polymer enlarged ligands by a
nanofiltration membrane has been described in the literature [146, 147].

One crucial factor for the successful application of chemzymes is the reten-
tion (R).As can be seen from Fig. 18, a retention of R > 0.999 is required to ren-
der the application of the chemzyme feasible in a continuously operated
process. If, for example, a retention of R = 0.98 is given, then this means that 2%
of the catalyst is lost per residence time; in other words, after 37 residence
times, half of the catalyst is gone. This is the case with a BINAP-ruthenium 
hydrogenation catalyst, as outlined in the literature [146].
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Fig. 17 Comparison between an enzyme and a chemzyme

Fig. 18 Retention as a function of the number of residence times nt



The field of the synthesis and application of chemzymes is very new, having
only been initiated in the last decade. New reactors had to be developed to 
use the newly synthesized chemzymes. The transfer of the second biological
principle, namely that of a soluble, macromolecular catalyst to technical asym-
metric catalysis, offers a very high potential for the chemical industry. There-
fore, many different reviews have been published on this topic within the last
two years [131, 137, 138, 141]. Beyond the aspects discussed so far, transferring
the biological principles to technical asymmetric synthesis also allows for 
the development of new methods that could not be established by nature. For
example, ruthenium or rhodium are usually the central atoms in homogeneous
hydrogenation catalysts, whereas in natural enzymes zinc, copper, iron, nickel,
and magnesium are most common. This might be due to the lack of availability
of precious metals in nature. However, this opens up a huge potential for
modifying enzymes accordingly and applying the resulting chemzymes for
enantioselective reductions. In nature, reduction equivalents are generally sup-
plied via nicotinamide cofactors, acting as mediators that need to be recycled.
When utilizing chemzymes, it is possible to carry out enantioselective reduc-
tions directly with either formate, 2-propanol, or even molecular hydrogen as
a low cost supply of the reduction equivalents.

3.6
Reaction Engineering

Since nature found the syntheses of enzymes to be complex, laborious tasks,
it needed to develop methods for recycling enzymes. Therefore, nature either
couples its catalysts to heterogeneous supports or it retains them using mem-
branes. Still, in contrast to the majority of chemical catalysts, enzymes are
macromolecular and (in general) homogeneously soluble. This is the previ-
ously named second biological principle: biological catalysts are macromolec-
ular and in general homogeneously soluble. Therefore, it is easy for nature to 
recycle its catalysts by either retaining them by coupling them to membranes
(third and fourth biological principles). The industrial application of the 
enzyme membrane reactor is based on work by Wandrey et al. [148–150].
In 1981, Degussa introduced a continuous acylase process that employed an 
enzyme-membrane reactor (EMR). The bench top reactor consisted of a flat
sheet membrane that was replaced by a hollow-fiber module for large-scale 
operation [130, 131].

Heterogenization of catalysts is one of the oldest technologies used to retain
and to recycle catalysts in technical asymmetric catalysis [146, 151, 152]. Such
heterogenized catalysts are then applied in slurry or plug flow reactors. How-
ever, heterogenized or immobilized enantioselective homogeneous catalysts 
often perform rather disappointingly. Their reduced enantioselectivity may be
caused by the heterogeneous support itself [152, 153], or – and perhaps addi-
tionally – mass transport limitations may be the reason.An alternative approach
is the application of homogeneously soluble catalysts in two-phase systems,
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where the catalyst is only soluble in one phase and is recycled in this way. An
example is the hydroformylation process of the former Ruhrchemie/Rhone-
Poulenc companies [154]. The water-soluble homogeneous catalyst is separated
from the reactants in the organic phase. However, it is sometimes very difficult
to transfer this very interesting concept to asymmetric synthesis, since the
different polarities of the two-phase system might disturb the stereochemical
processes at the catalyst [154].

In the case of the application of enzymes there is a clear trend towards aque-
ous/organic two-phase systems, even if this is a rather old technology, especially
in regard to the application of hydrolases [155–157]. This technique is currently
experiencing a renaissance for the application of oxidoreductases and lyases
[158–164]. New solvent systems like ionic liquids also play an increasing role
[165–167].

One major problem in designing processes involving a gas phase is the 
efficient contact and transfer of compounds between the gas phase and the
liquid phase. In nature, membranes are used to establish a large interfacial area
for phase transfer, such as oxygen in the lungs. This is represented by the
seventh biological principle: mass transport over gas/liquid barriers is facili-
tated by membranes. Because of the low solubility of, say, hydrogen in the liq-
uid phase, hydrogenations show the characteristics of a “fed-batch” reaction
regarding hydrogen. H2 is fed into the reacting solution from the gaseous reser-
voir according to the coupled equilibrium between the gas and the liquid phase.
Henry’s law describes this equilibrium. The solubility of hydrogen at equilib-
rium in the liquid phase [H2]eq is proportional to the partial pressure of H2 in
the gas phase, pH2

, and is correlated by the specific Henry coefficient HH2
, which

is uniquely different for each individual system.

pH2
= HH2

· [H2]eq

with pH2
(bar) is the hydrogen pressure in the gas phase, HH2

(bar mM–1) is the
specific Henry coefficient for H2, and [H2]eq (mM) is the equilibrium solubility.

For the reaction to occur, hydrogen has to move from the gas into the liquid
phase, so its diffusion determines the maximum rate of the overall reaction.

The area of the interface A and the mass transport coefficient kl determine
the rate of hydrogen solvation. In various literature references it is documented
that the rate of solvation is the rate-limiting factor [168, 169]. Increasing the
area of the interface and reduction of the diameter of the liquid film leads to
an increased overall reaction rate.

A new methodology for hydrogenation has been developed [170] that has
been applied to hydrogenations using chemzymes or enzymes [171]. If a dense
membrane replaces the gas/liquid interface, the two parameters A and kl be-
come decoupled (Fig. 19).Also, the overall pressure p is now separated into the
two partial pressures pg and pl for the gas and the liquid phases, respectively.
In this way, it was possible to establish a pressure difference between the gas
and the liquid phase. This method has also been successfully established and
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applied for two different gases, oxygen and hydrogen. The advantageous appli-
cation of nature’s method for supplying gas to a liquid phase has been demon-
strated in fermentations of mammalian cells, which are sensitive to direct 
contact with a gas/liquid interface [172]. Here oxygen is supplied to the liquid
phase via dense silicon membranes (silicon tubing). The same method was later
applied in vitro to oxidations catalyzed by monooxygenases [173, 174].

When using continuously operated membrane reactors, as with chemzymes
and enzymes, additional advantages arise. On the retentate side of the mem-
brane reactor, which corresponds to the actual reaction volume, no gas phase
is involved, so it is simpler to control the residence time. In comparison to clas-
sical autoclaves, where the gas volume accounts for one third to one half of the
reactor volume, the effective gas volume in the reactor is reduced drastically in
the approach chosen here.Aside from these practical aspects, it also minimizes
the risks introduced by using gaseous hydrogen.

4
Conclusion

Various biological principles are already being applied in current technical
asymmetric syntheses without the scientific community at large being aware
of this.Very efficient production processes have been designed in cases where
reaction engineering has been integrated into the process. These successes sug-
gest that we may expect that sustainable, technical asymmetric catalysis will be
widely used in industry in the future.

It is not unusual for strikingly new concepts to require “incubation periods”
of a decade or more to become accepted and successful. The transistor, the
laser, and conducting organic polymers are cases in point: for all of them, their
most attractive applications did not become commonplace until decades after
their initial discoveries (by which time the original patents had long expired).

In summary, an understanding of biological principles and processes in
terms of both chemistry and physics is a prerequisite for the development of
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Fig. 19 Decoupling A and kl by replacing the interface with a dense membrane (left: clas-
sical gas/liquid interface, right: membrane-separated gas and liquid phase)



novel engineered systems that utilize these biological principles. To implement
these concepts we require engineers that can integrate knowledge of such di-
verse fields as biocatalysis, physical organic chemistry, and biochemical engi-
neering.
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1
Introduction

The use of biocatalysts for preparative purposes is the subject of current re-
search throughout the world [34]. Numerous industrial processes have already
been established where biocatalysts are employed in the form of whole cells of
microorganisms or in the form of purified (isolated) enzymes [45, 64, 68, 69].

As the isolation of enzymes employs laborious, time consuming and ex-
pensive procedures, making enzymes expensive, the use of whole cells for bio-
catalysed reactions (without isolating enzymes) have been explored since the
1950s.

The majority of these commercially explored biologically catalysed reac-
tions leading to valuable products are mostly hydrolytic reactions. These reac-
tions are catalysed by enzymes, which are applied either within their natural
source of origin or with isolated enzymes in a soluble or immobilised state.
Enzymes that belong to the classes of hydrolases, transferases, isomerases, or
lyases either do not require a cofactor for their specific activity, or a cofactor
like a metalion or a coenzyme is firmly bound. Such a cofactor helps to stabilise
the correct three-dimensional structure of the enzyme required for its catalytic
activity or it actually takes part in the catalytic activity, being modified along
the way. As these cofactors are strongly bound to their respective enzyme, no
special care has to be taken to maintain their function other than the addition
of some free cofactor to the substrate medium to compensate for the loss of
some of it due to limited binding to the enzyme.

On the other hand, oxidoreductases, which catalyse oxidative and reductive
reactions, as well as ligases, which catalyse the formation or the splitting of
complex compounds, often require so-called “free coenzymes”. These coen-
zymes act as transport metabolites, transporting hydrogen, oxygen or electrons
on the one hand, or other atoms or molecules on the other, between different
parallel reactions. This means that the efficiency of the maintenance of bio-
logical energy is greatly enhanced, leading to a resource effective biochemical
metabolism required for the high growth and survival rate of living beings.

The most important coenzymes are AMP/ADP/ATP and NAD+/NADH or
NADP+/NADPH. While AMP/ADP/ATP are required for biochemical energy
transfer, most reaction networks they are used in are too complex for econom-
ical applications in cell free systems, and so hardly any product of economic 
importance has emerged that requires these coenzymes in cell free synthetic 
reactions so far. Therefore, this article concentrates on reviewing the progress
made in lab-scale applications of NAD+/NADH- and NADP+/NADPH-depen-
dent oxidoreductase reactions that have been used in various fields, partic-
ularly for the production of various valuable chiral compounds, such as hydroxy
acids [76], amino acids [10, 35], steroids [17], or alcohols [38, 43, 44, 63, 93] from
prochiral precursors. Almost one fifth of all enzymes registered at the Inter-
national Union of Biochemistry require dissociable coenzymes. Therefore, an
efficient and economical cofactor regeneration system is indispensable for the
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synthesis of bioactive compounds, because cofactors such as NAD(H) and
NADP(H) are complex (Fig. 1), unstable [16], and quite expensive (Table 1).

Some review articles have already been published on this subject: Wandrey
and Wichmann [80] report on “coenzyme regeneration in membrane reactors”,
Chenault and Whitesides [16] report on “regeneration of nicotinamide cofac-
tors for use in organic synthesis” very extensively,Adlercreutz [2] summarises
“cofactor regeneration in biocatalysis in organic media”, while Kula and Kragl
[40] review “dehydrogenases in the synthesis of chiral compounds”. Therefore
the aim of this review is to report the progress made in the last two decades in
lab-scale applications of various coenzyme regeneration systems, including as-
pects of their efficiency and novelty.

The pyridine nucleotide cofactors NAD+ and NADP+ are essential compo-
nents of the cell, where they act as electron carriers in reduction and oxidation
reactions. Therefore whole-cell biocatalysts provide a continuous source of en-
zymes and cofactors, which could in some cases simplify reactions. It is known
that whole-cells have some reserves of cofactors, but cofactor depletion can be

Cofactor Regeneration at the Lab Scale 227

Fig. 1 Structures of the cofactors NAD(P)+ and NAD(P)H

Table 1 Costs of cofactors

Cofactor €/mol, from Juelich Fine Chemicals (2003)

NAD+ 2655
NADH 8868
NADP+ 11,417
NADPH 167,846
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Table 2 Advantages and disadvantages of various strategies for cofactor regeneration [16]

Strategy Advantages Disadvantages

Biological- Inexpensive, self-assembling Relatively primitive state 
Microbiological enzyme activity of development

Inexpensive regenerating Low reactor volume productivity
reagents (O2, glucose) Complicated product isolation
High selectivity Limited or unknown stability

Reduced enantiomeric purity 
of product in some systems
Difficulty in controlling relative 
activities of enzymes
Possible incompatibility with 
some chemical or biochemical 
components

Enzymatic: High selectivity, especially Enzyme cost and instability
Substrate-coupled for NAD(P) Æ NAD(P)H Immobilization in some cases
Enzyme-coupled Compatibility with enzyme- Complexity of product isolation  

catalysed synthesis in some cases
High rates for some systems Low rates for some systems
Easy monitoring of reaction Low reactor volume producti-
progress vities for some systems

Electrochemical Low cost of electricity Incompatibility with many 
No stoichiometric biochemical systems
regenerating reagent Poor selectivity (especially for 
Readily controlled redox reductive regeneration)
potential Complex apparatus and 
Easy product isolation procedures
Easy monitoring of reaction Rapid fouling of electrodes 
progress Requirement in many systems 

for mediating redox dyes 
or enzymes

Chemical Generally inexpensive and Limited compatibility with 
commercially available biochemical systems
reagents Complexity of product isolation
No requirement for added in some cases
enzymes Low product yields
High redox potentials Low TTN

Slow rates for some systems 
(especially for oxidative 
regeneration)

Photochemical No stoichiometric Complex apparatus
regenerating reagent in  Limited compatibility with
some systems biochemical systems
No requirement for added Limited stabilities 
enzymes Requirement for photo-

sensitizers and redox dyes



a problem. Within cells cofactors are synthesized and regenerated as a part of
cellular metabolism. In processes that use isolated enzymes to catalyse synthe-
tic reactions, another reaction system has to be used for the cofactor regenera-
tion. Strategies for nicotinamide cofactor regeneration have been classified by
Chenault and Whitesides [16] into four general categories: biological, enzym-
atical, electrochemical, chemical and photochemical (Table 2). The enzymatical
strategies can be further divided into two groups. The first group consists of
substrate-coupled systems where only one enzyme catalyses both the main 
reaction and the regeneration reaction. In the regeneration reaction, the
enzyme uses mostly organic solvents as a substrate [2, 95]. This method is well
suited to all systems that use enzymes in organic media [2, 7, 8, 52, 77]. Unfor-
tunately, the choice of the co-substrate is limited by the enzyme’s substrate
specificity. The second group consists of enzyme-coupled systems, where a
second enzyme and a second substrate are used to catalyse a cofactor regenera-
tion reaction. This method has been widely explored, especially through the 
use of formate dehydrogenase as the cofactor-regenerating enzyme for NADH
[39, 94], as well as for NADPH [29]. The enzyme uses formate as a substrate.
Formate is cheap, most enzymes can tolerate it, and it is a strong reducing
agent. The product of the regeneration reaction is CO2, which hardly has any
effect on enzymes at all and drives the reaction to completion, as it is easily
removed from the reaction system as gas or by a consecutive conversion to
hydrogencarbonate, which also simplifies product recovery. The German Future
Prize was awarded to Professor Maria-Regina Kula and Dr. Martina Pohl for
this finding in 2002 [94].

2
Cofactor Regeneration by Whole-Cell Biocatalysts

Whole-cells of baker’s yeast – Saccharomyces cerevisiae – have been used as a
cofactor regeneration system, while baker’s yeast has been used for nearly a
century to carry out organic reactions [65, 74] due to its ease of handling, non-
toxicity, broad substrate tolerance, constant quality; a result of its use in the
baking industry and very low price. The most common application of baker’s
yeast, even in industrial processes [17], is the asymmetric reduction of ketones.
Although baker’s yeast has been widely used to supply reducing power, even in
gas-phase reactions [48, 55] it is rather difficult to freely combine it with the
desired reactions. Unfortunately, baker’s yeast-catalysed biotransformations
also sometimes result in low optical purities, due to the presence of enzymes
with overlapping substrate specificities, but different stereoselectivities. Fur-
thermore, it has a low productivity, requiring the use of large amounts of cells
in highly diluted media, causing slow recovery of the product from the reaction
medium, particularly via a filtration stage. Recently [74] genetic engineering
has made it possible to construct a new yeast strain to simplify the use of co-
factor-requiring enzymes by introducing heterologous genes.
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In general, whole-cell processes are employed when enzymatic activity does
not require cofactor regeneration [86], because it is rather difficult to construct
whole-cell processes with enzymes that require a cofactor, such as dehydro-
genases, when cofactor regeneration has to accompany the bioconversion.
Genetic engineering has made it possible through heterologous enzyme systems
that are able to achieve the necessary level of cofactor regeneration [20]. An
Escherichia coli strain expressing a heterologous NAD+-dependent amino acid
dehydrogenase and a formate dehydrogenase has been constructed. In the pres-
ence of a-keto acids, ammonium ions, and formate, the strain efficiently syn-
thesized L-amino acids corresponding to the a-keto acids [24]. It should be
noted that the amount of intracellular NAD+ is sufficient for coupling between
the amino acid dehydrogenase and formate dehydrogenase. Some of the micro-
bial biotransformations with cofactor regeneration are presented in Fig. 2.

The asymmetric reduction of ethyl 4-chloro-3-oxobutanoate to (R)-4-
chloro-3-hydroxybutanoate was achieved using recombinant E.coli, overcoex-
pressing the aldehyde reductase gene from Sporobolomyces salmonicolor and
the glucose dehydrogenase gene from Bacillus megaterium as a catalyst [32, 33].
To produce (R)-1,3-butanediol, the (S)-1,3-butanediol dehydrogenase gene 
(cpSADH) was cloned from Candida parapsilosis and overexpressed in E. coli
[53, 54]. Various L-amino acids were produced from a-keto acids with E. coli
cells overexpressing heterologous genes of thermostable L-amino acid de-
hydrogenases such as leucine dehydrogenase from Bacillus sphaericus and 
formate dehydrogenase from Candida boindini with only the intracellular pool
of NAD+ available for the regeneration of NADH [24]. D-amino acids were also
produced from a-keto acids with E.coli cells overexpressing thermostable
heterologous genes of D-amino acid aminotransferase such as alanine race-
mase, L-alanine dehydrogenases and formate dehydrogenases [20]. The soluble
pyridine nucleotide transhydrogenase of Pseudomonas fluorescenes was over-
expressed in E.coli and applied for regeneration of both NADH and NADPH 
in the production of the important semi-synthetic opiate drug hydromor-
phone [11].

The development of an efficient and economical ATP regeneration system 
is also very important for the synthesis of many bioactive compounds. The
whole-cells ATP regeneration process has been reported that uses either yeast
or Corynebacterium ammoniagenes [20].

3
Cofactor Regeneration Using Isolated Enzymes as Biocatalysts

Processes catalysed by isolated enzymes result in higher volumetric produc-
tivities compared to whole-cell processes. The apparatus used and product re-
covery from the reaction medium is simpler. In such a cell-free process, the pro-
duction of the biocatalysts, and hence the growth of the production organism,
is decoupled from the biotransformation. This allows separate optimisation of

Cofactor Regeneration at the Lab Scale 231



both processes, which is clearly advantageous over the application of especially
whole living cells, because the conditions for optimal cell growth and enzyme
production in cells themselves can be very different from the reaction con-
ditions used for biotransformations. The cell-free processes are mainly estab-
lished for hydrolytic enzymes. The application of oxidoreductases (like de-
hydrogenases and oxygenases), in isolated form on a preparative scale and
depending on the coenzyme NADP(H), is only economical if a suitable co-
enzyme regeneration system is used. Cofactor-requiring reactions are often 
uneconomical because of the cofactor costs. These costs may be drastically 
reduced if a high Total Turnover Number (TTN) for the cofactor can be reached
[28, 35–37]. Figure 3 presents the costs of coenzymes as a function of TTN. The
TTN is defined as the molar amount of synthesised product np per molar
amount of consumed cofactor nNAD(H).

np
TTN = 01 (1)

nNAD(H)

The TTN rises steeply with decreasing cofactor concentration at the expense of
the volumetric productivity, since the cofactor concentration gradually be-
comes limiting for the total reaction system [35]. Redox biocatalysis by means
of reductive amination is a suitable process for obtaining, say, L-tert leucine,
while the regeneration of NADH is done using formate dehydrogenase and 
ammonium formate, yielding a TTN of 125,000 [35]. This process of the in situ
regeneration of cofactors, brought to scale by Degussa in cooperation with pro-
fessors Kula and Wandrey, is now considered the method of choice for running
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reductive amination reactions [10]. Currently, the highest TTN of 600,000 ap-
pears to have been achieved by continuous lab-scale production of L-phenyl-
alanine catalysed by phenylalanine dehydrogenase with polymer-coupled
NADH retained in a membrane reactor using formate dehydrogenase for co-
factor regeneration [28].

4
Substrate-Coupled Cofactor Regeneration

Some recently published systems that use the substrate-coupled method
(Table 3) for cofactor regeneration [67] were applied mainly in unconventional
enzyme reaction media, such as a gas/solid phase where yeast alcohol dehydro-
genase was used with higher activity and stability than in water [66], or in an
organic phase using the NAD(H)-dependent horse liver alcohol dehydrogenase
[47, 77] and the NADP(H) dependent alcohol dehydrogenase from Thermo-
anaerobium brockii (TBADH) [7, 8, 52]. High TTNs were achieved with both
enzymes. Alcohol dehydrogenase from Thermoanaerobium brockii, a
NADP(H)-dependent enzyme, is increasingly being used as a catalyst in chiral
synthesis because of its high enantioselectivity, its broad substrate specificity,
and its extraordinary tolerance to high concentrations of organic solvents such
as 2-propanol (20% (v/v) [95–97]. All of these features have attracted much
technological interest [8]. The systems investigated earlier are summarised
elsewhere [2]. In these investigations, horse liver alcohol dehydrogenase was
mainly used in organic systems. Due to the high cost of this enzyme, an eco-
nomical application of it is difficult to envisage, and it is therefore only of aca-
demic interest as a model system, especially for reactions in organic media.

5
Enzyme Coupled Cofactor Regeneration

Table 4 presents various enzyme coupled cofactor regeneration systems per-
formed in water as well as in unconventional enzyme reaction media. Some of
the systems developed earlier are summarised elsewhere [16, 35]. Besides well-
established and known systems, new ones with the enzymes transhydrogenase
[11] and NADH oxidase [25] used as cofactor regenerating enzymes were
developed. Transhydrogenase of Pseudomonas fluorescens is an enzyme that
can catalyse the transfer of reducing equivalents according to the following
equation:

NAD+ + NADPH ´ NADH + NADP+ (a)

The applicability of cofactor regeneration using a soluble pyridine nucleotide
transhydrogenase was tested, both as a cell-free system using isolated and 
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purified enzyme and as a whole-cell system for the production of hydromor-
phone. The results showed that soluble pyridine nucleotide transhydrogenase
is able to cycle the cofactors, allowing the efficient transformation of morphine
to take place in two-step reactions in the presence of catalytic amounts of co-
factors. When using three enzymes in the reaction system, critical parameters
are required for an optimum yield. The use of the pyridine nucleotide trans-
hydrogenase within the whole-cell biocatalyst clearly improved the biotrans-
formation of morphine and resulted in a reusable biocatalyst, implying that
pyridine nucleotide transhydrogenase is able to recycle the cofactors and to
maintain a useful intracellular cofactor balance [11].

A new method of regenerating NAD+ using NADH oxidase from Lactobacil-
lus brevis, which forms water H2O as a by-product, has been developed. NADH
oxidase (EC 1.6.99.3) is a flavoprotein and reacts with oxygen to produce water,
enabling an easier product recovery than with other regenerating enzymes
such as glucose dehydrogenase, lactate dehydrogenase or alcohol dehydroge-
nase. Therefore, the enzyme is well suited for the cofactor regeneration of NAD+

when dehydrogenases are applied; for example, for the racemic resolution of
alcohols [25].

It seems that NAD(P)-dependent dehydrogenases are well on the way to 
becoming a useful tool for the large-scale production of chiral compounds.
The most convenient and useful methods for regenerating reduced nicotin-
amide coenzymes are enzymatic methods with formate/formate dehydroge-
nase for NADH, isopropanol/alcohol dehydrogenase (L. brevis/T. brockii) for
NADPH, and glucose/glucose dehydrogenase (from Bacillus) for both NADH
and NADPH [29]. A modified formate dehydrogenase accepting NADP+ was 
recently produced by protein engineering [75].

One particularly exciting biocatalyst is cyclohexanone monooxygenase from
Acinetobacter calcoaceticus, which is a flavoenzyme capable of catalysing 
the nucleophilic oxygenation of aldehydes, ketones (Bayer-Villiger oxidation),
and also boron, as well as the electrophilic oxygenation of various hetero-atoms
such as sulphur, selenium, nitrogen, and phosphorous.What makes cyclohexa-
none monooxygenase attractive for synthetic purposes is the fact that both
types of reactions can proceed with high selectivity with a wide variety of
natural and synthetic substrates. Furthermore, these biocatalytic oxidations 
are less hazardous, polluting, and energy consuming, than the conventional
chemistry-based methodologies. Cyclohexanone monooxygenase has been
used both as a whole-cell preparation and as an isolated enzyme [62]. The
major disadvantages of the use of purified cyclohexanone monooxygenase are
the time and expertise needed to purify the enzyme and the expense of the
NADPH cofactor. Approximately 0.75 mg of pure enzyme can be isolated 
from a one-litre culture of cyclohexanol-grown Acinetobacter cells. This
amount is sufficient to oxidise 0.5 mmol of ketone under typical conditions.
Cofactor regeneration is another obstacle to using the purified enzyme as a
synthetic reagent. Cyclohexanone monooxygenase catalyses substrate oxida-
tion, through stoichiometric consumption of the expensive cofactor NADPH.
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Therefore, for preparative purposes, it is essential to regenerate NADPH in 
situ at the expense of a cheap co-substrate by means of a second enzymatic 
reaction. Three NADPH regenerating systems coupled to the cyclohexanone
monooxygenase-catalysed oxidation of thioanisole have been compared.
2-propanol/TBADH was selected as the NADPH regenerating system due to 
the low cost of the second substrate and high regeneration rate. A weakness 
of this system is represented by the high cost of commercial ADH, which,
however, might be drastically reduced in the future by enzyme overexpression
[73, 83, 84].

A clever closed-loop strategy has been developed, in which Thermoanaero-
bium brockii alcohol dehydrogenase catalyses the oxidation of a secondary 
alcohol to a ketone that becomes the substrate for cyclohexanone monooxy-
genase with concomitant production of NADPH [82].

6
Electrochemical, Chemical and Photochemical Coenzyme Regeneration

6.1
Electrochemical Regeneration

To date, enzymatic regeneration methods have been preferred. Although the
association between enzymatic and electrochemical reactions, “enzymatic 
electrocatalysis” or “electroenzymatic reactions”, has proven to be a very 
powerful tool to both the analytical and synthetic fields [71, 98], for most of
the commercially attractive oxidations catalysed by dehydrogenases, the reac-
tion is thermodynamically unfavourable. The introduction of an irreversible
electrochemical reaction – in other words the electrochemical oxidation of
NADH in order to perform coenzyme regeneration – therefore appears to be
a good method of driving enzymatic reactions. Two cases have been experi-
mentally and theoretically developed with the enzyme either in solution or 
immobilised onto the electrode’s surface. In both cases, the electrochemical 
reactions drove the enzymatic reaction by consuming the NADH in solution 
or directly in the enzyme’s environment [56]. So thermodynamically un-
favourable reactions can only be used in a process if efficient NAD+ regenera-
tion and product elimination are simultaneously carried out within the reac-
tor [42].

The direct amperometric oxidation of NADH suffers from large overpoten-
tials (and consequently from the risk of interferences in complex samples) and
electrode fouling. These limitations can be solved through the use of chemically
modified electrodes that contain mediators which substantially lower the high
overvoltage for NADH oxidation. Therefore, the electrochemical oxidation of
NADH is promoted by these immobilised mediators, involving two steps at the
electrode-solution interface, one chemical reaction between the oxidised form
of the immobilized mediator (Medox) and NADH, and one electrochemical 
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reaction between the reduced form of the immobilized mediator (Medred) and
the electrode.

NADH+ + Medox Æ NAD+ + Medred

(b)
Eappl >Eo¢

Medred 00Æ Medox + H+ + 2e–

The reduced form of the mediator is electrochemically reoxidised if the applied
potential Eappl is higher than the normal potential Eo¢ of the immobilised media-
tor. The mediator therefore dictates the potential at which the electron transfer
occurs. Consequently, the oxidation of NADH can now take place at a much
lower potential, minimising the risk from interferences and electrode fouling.
The coupling of both reactions may offer an elegant alternative to driving 
unfavourable chemical equilibria. The applied potential and reaction rate of the
electrode reaction will become the new thermodynamic and kinetic driving
force of the whole system. The redox mediator will bridge the catalytic transfer
of electrons between the NAD+/NADH pair and the electrode material at chem-
ically modified electrodes. This demands intimate contact between the cofactor,
the mediator and the electrode material. By allowing very close contact between
enzyme, cofactor, and mediator, and thus the reaction sites, by co-immobilis-
ing them into a carbon paste electrode by adding poly-ethylene-amine to the
reaction mixture, a favourable approach was obtained [19].

An interesting system for cofactor regeneration has been developed 
where the second enzyme, a hydrogenase from Alcaligenes eutrophus H16
(E.C.1.12.1.2), catalyses the electrochemical reduction of NAD+ [99].

Hydrogenase
NAD+ + H+ + 2e– 00Æ NADH (c)

The advantages of such a regeneration method are numerous: the reductive
power is directly supplied from inexpensive electrical energy. The catalysis does
not require the use of a mediator in solution, avoiding problems with product
recovery. The electrochemical reduction conditions induce a stabilising effect
on the otherwise very unstable enzyme hydrogenase. The regeneration system
was coupled with the synthesis of L-glutamate. Unfortunately, the performance
of the enzyme is limited and a very low TTN is obtained, mainly due to the
rapid denaturation of the hydrogenase. Obviously this needs to be improved
considerably [15].

Non-enzymatic redox catalysts have been developed and successfully ap-
plied to NAD(P)H-dependent dehydrogenases. In this case, only the producing
enzyme, a mediator, and the electrode as a source of reducing equivalents,
are needed. An isolated monooxygenase with an indirect electrochemical
regeneration of NADH has been reported. This was the first time that a flavine-
dependent monooxygenase reaction has been coupled to an indirect electro-
chemical regeneration of NADH. The space/time yield of the non-optimised
process (204 mg L–1 h–1) already is about 50% of both the in vivo process
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(390 mg L–1 h–1) and the in vitro process with enzymatic regeneration of the
coenzyme (405 mg L–1 h–1) [26]. Viologenes were reported to be acting as
electron shuttles between the cathode and a NAD(P)+ reducing enzyme. The
toxicity of viologenes, and the need for an enzyme to transfer the reduction
equivalents from viologene to NAD(P)+ are disadvantages. In addition, the
regeneration reaction is quenched by molecular oxygen, making this concept
inapplicable to mono-oxygenase reactions. Pentamethylcyclopentadienyl
rhodium bipyridine complexes [Cp*RhIII(bpy)(H2O)]2+ can be utilized as a
enzyme-free regeneration concept for reduced nicotinamide coenzymes, even
in oxygen-containing reaction mixtures. Therefore, a productive coupling to
mono-oxygenase was characterised using this concept. This characterisation
was done in order to enlarge the applicability of this concept to an even broader
range of preparative-scale biotransformations [27].

Although direct electrochemical oxidation of NAD(P)H can be performed,
the reduction of NAD(P)+ has not given results that would call for its applica-
tion in organic synthesis until now. However, the use of a mediator and enzymes
which catalyse the reduction of NAD(P)+, the direct electrochemical reduction
of NAD+ by hydrogenases, and the formation of enzymatically active NADH 
by a direct electrochemical procedure appear to be promising approaches. The
optimisation of the conditions for NAD(P)+ regeneration in an electrochemical
reactor, from the point of view of enzyme stability and coenzyme regeneration
rate, was recently investigated. Preparative scale experiments with a graphite-
felt electrode were done with glucose dehydrogenase (GDH) as a model enzyme
because it is specific to NAD(P)+. The enzyme converts b-d-glucose to D-glu-
cono-d-lactone while utilizing both coenzymes at similar rates. The equilib-
rium is shifted towards product formation at neutral pH by the spontaneous
hydrolysis of D-glucono-d-lactone to gluconic acid. Therefore, the reversibility
of the enzymatic reaction does not limit NAD(P)H formation. Typical enzyme
activity stabilisers (NaCl, sorbitol and BSA) did not have an effect on glucose
dehydrogenase deactivation in the electrochemical reactor. However, poly-
ethylene-amine can be used to protect glucose dehydrogenase from deactiva-
tion in preparative-scale electrochemical reactors [58].

The advantages of electrochemical methods explain the numerous attempts
at new regeneration techniques, with new electrochemical mediators and
modifications to the electrode surface among the possibilities envisaged. Of
particular interest in applied biocatalysis is the electroanalytical oxidation of
NADH at low overpotentials that can be achieved through a proposed variety
of redox mediators. There are difficulties with many mediators due to their
poor stability or due to electrode modification procedures. The electrooxida-
tion of 3,4-dihydroxybenzaldehyde on glassy carbon electrodes is an exception,
and gives rise to stable redox-active films, which exhibit high and persistent
electrocatalytic activity. Enzyme immobilisation onto the electrode surface 
not only leads to an increased enzyme stability, but also to enzyme reutilisa-
tion, both of which are helpful for reactor design. A preparative-scale electro-
chemical reactor was used to enable the biotransformation of glucose into
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gluconic acid. The reactor performance was studied using the enzyme co-
valently immobilised onto an electrode surface modified with 3,4-dihydroxy-
benzaldehyde in different ways. As a continuous substrate feed was lacking,
a low TTN was obtained for the coenzyme (TTNmax=100) independently of the
operation at 0.7 or 0.2 V; this maximum value was also attained more rapidly
when the bioreactor was operated at 0.7 V [50].

The electrochemical regeneration of redox coenzymes avoids the use of any
additional reagent, is simple, and presents high enough regeneration numbers
for preparative-scale applications. The association between enzymatic and elec-
trochemical reactions has proven to be a very powerful tool in analytical and
synthetic fields, and has led to tremendous successes in the field of electro-
chemical biosensors in particular. Table 5 summarizes some of the recently 
developed electrochemical systems for cofactor regeneration.

6.2
Chemical Regeneration

Regenerating NAD(P)H using dihydrogen (H2) is preferred, because H2 is the
cheapest reducing agent and it yields no by-products (both atoms of hydrogen
are delivered to the reduction products). Previous reports on such a use of H2
involved highly air-sensitive hydrogenase enzymes or complex systems in
which H2 first reduced an intermediate “hydride carrier”, which subsequently
reduced a nicotinamide coenzyme. Recently, simple transition-metal catalysts
for the direct reaction between H2 and NADP+ under conditions (listed below)
appropriate to the in situ coupling of NADPH regeneration to an enzymatic
reduction have been introduced, with the following advantages: (i) high selec-
tivity for reduction of the nicotinamide coenzyme versus the enzymatic sub-
strate; (ii) high regioselecivity yielding 1,4-dihydropyridine; (iii) mild reaction
temperature, preferably 25–65 °C, and; (iv) reaction in an aqueous medium in
the pH range 6.5–8.5. [78]. The reduction of 2-heptanone to (S)-2-heptanol
using Thermoanaerobium brockii alcohol dehydrogenase was performed with
catalytic amounts of NADP+ and [RuCl2(TPPTS)2]2. It was demonstrated that
ruthenium (II) and rhodium (III) complexes are effective catalysts for the
reduction of nicotinamide coenzymes with hydrogen, under conditions that are
appropriate for in situ coupling with enzymatic reductions. The TTN of both
NADP+ and ruthenium was 10. This TTN, though not impressive, demonstrates
that the reduction is catalysed for both NADP+ and ruthenium.

The use of a platinum carbonyl cluster for the catalytic reduction of NAD+

to NADH by dihydrogen has been described [9]. By using the enzyme l-lactate
dehydrogenase (l-LDH), the scope of this reaction has been extended to include
reduction of pyruvate to l-lactate. Since both NAD+ and l-LDH are soluble only
in water, and the platinum carbonyl cluster is soluble only in organic solvents,
a biphasic system consisting of water and dichloromethane was used.

To be viable, a cofactor regeneration system must generate reduced co-
enzyme with very high chemical yield and 1,4-regioselectivity under con-
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ditions that are compatible with both the coenzyme and the enzyme of the 
production’s reaction. Likewise, the preferred recycling reagent must be inex-
pensive and should not yield by-products, which complicate product recovery.
It seems that chemical methods at present tend to suffer from cumbersome
reaction conditions, expensive and/or toxic reagents, and/or unwanted side
products, and therefore have been not preferred for commercial or preparative
applications. This is probably the reason that very few examples of chemical
methods of cofactor regeneration have been found in the literature (Table 6).

6.3
Photochemical Regeneration

The irradiation of photosensitiser dyes (like methylene blue or N-
methylphenazonium methyl sulfate) with visible light leads to the oxidation of
reduced coenzymes such as pyridine nucleotides (NADH or NADPH). This
photoredox reaction can be used to regenerate the oxidised form of this co-
enzyme in enzymatic reactions, and total consumption of the substrate with
catalytic amounts of enzyme, coenzyme and photosensitizer can be obtained.
The process has been studied with two common enzymatic reactions: ethanol
oxidation and gluconate-6-phosphate oxidation. In the first case, a TTN of 1125
was obtained for the photo-regeneration of NAD+ from NADH. This system
operates with a dye (like methylene blue, MB) as the electron acceptor, which
is able, in its excited state, to oxidise NADH or NADPH:

2e–

NADH + MB+ + H+ 0Æ NAD+ + MBH + H+ (d)

The sequence of electron transfer reactions that occurs in these aerobic enzy-
matic oxidations allows catalytic cycles to be performed with catalytic amounts
of enzyme, coenzyme and dye [31].

The direct use of light energy for the reduction of substrate by biocatalysts
has recently been demonstrated by the use of phototrophic organisms. Photo-
trophic organisms, such as algae and plants, capture light energy in order to
generate NADPH from NADP+ through photosynthetic electron-transfer reac-
tions. CO2 is then converted into sugar, generally using NADPH. It was pro-
posed that the reducing power of NADPH generated through photosynthesis
could also be used in the reduction of exogenous substrates such as unnatural
ketones to yield useful optically active alcohols. Cofactor recycling is therefore
no problem when photosynthetic living cells are used as biocatalysts for reduc-
tion. Accordingly, solar energy can be used directly for the bioconversion of
artificial substrates. The focus was on cyanobacteria (micro algae), since they
belong to both phototrophic and microbic categories. In other words, they are
plant-like photosynthetic bacteria, so the growth rate of cyanobacteria is as
high as that of typical microbes.Therefore, a new system for cofactor recycling
in which cyanobacteria convert light energy to reducing power was proposed.
The advantage of this reaction is that light energy, which is a cheap resource,
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can be used since the microalgae possess a system that is required for the pro-
duction of reduced coenzymes, NADPH. Under illumination, the reduction of
ketones using the cyanobacteria was successfully demonstrated [57].

7
Reaction Engineering Aspects

7.1
Cofactor Retention

Besides the need for an efficient, economical, cofactor regeneration system, they
also have to be retained within the reaction medium while the product is re-
moved. At the same time the cofactor must be mobile enough to diffuse to the
active site of the regenerating enzyme and to the active site of the enzyme that
catalyses the primary reaction. A breakthrough for the reusability of cofactors
was the synthesis of molecular weight-enlarged active cofactors, like NAD+

coupled to a large inert molecule such as dextran or polyethylene glycol [14].
Enzymes and molecular weight-enlarged cofactors are much bigger than sub-
strates and products so they can be separated by membrane technology. One
approach is to use a membrane reactor [81], where enzymes and cofactors are
retained in a compartment separated by a membrane with a cut-off of 5–10 KD
through which the reaction medium is pumped. Another possibility is to
enclose enzymes and molecular weight-enlarged cofactors within semiperme-
able microcapsules [72], or to co-immobilise cofactors and related enzymes [41,
51, 61, 87].

7.2
Cofactor Regeneration in Enzyme Membrane Reactors

The natural reactor for coenzyme regeneration is the microbial cell, which 
has some drawbacks. The main one is the danger that secondary reactions will
occur, complicating product recovery. Therefore, in practice attempts are being
made to replace the natural cell by an artificial cell – the enzyme membrane 
reactor [39, 80]. In the enzyme membrane reactor, the enzymes present in 
solution are retained either by means of a regular ultrafiltration membrane
from the continuous flow leaving the reaction vessel [35–38, 43, 60, 81, 84, 85],
by a nanofiltration membrane [46, 63, 70], or by means of charged membranes
[30]. This exploits the fact that biopolymers like enzymes are very much larger
in size than the substrate and product molecules, and are usually highly
charged on their surface. Therefore continuous homogeneous catalysis is pos-
sible with very good exploitation of the biocatalyst. To avoid mass transport
limitation, the operation of an enzyme membrane reactor with enforced flow
is preferable. An essential advantage of this system is that the reactor can be
operated under sterile conditions even in the continuous mode. This is possible
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because the enzyme as well as the substrate solution can be fed into a pre-
sterilised reactor through a sterile filter. The product solution is ultrafiltrated
and pyrogen free. An enzyme membrane reactor can be designed as a flat
membrane reactor (Fig. 4a) or a hollow-fibre reactor (Fig. 4b).A flat membrane
reactor prevents concentration polarisation by intensive stirring. This reactor,
with a volume of 2–50 ml, is usually used for process development [35], and is
commercially available with a 10 ml volume from Bioengineering AG, Wald
(Zh.), Switzerland and Jülich Fine Chemicals, Jülich, Germany. A hollow-fibre
reactor uses membranes in the form of hollow-fibre modules [23, 61, 79].
Using a circulating pump to achieve an enforced flow parallel to the membrane
reduces the concentration polarisation in this reactor to a tolerable level.

The enzyme membrane reactor with soluble enzyme is particularly bene-
ficial for the cofactor regeneration system when an enlarged cofactor [81] or a
charged membrane [30] is used.

The enzyme membrane reactor can be operated in various modes: batch
reactor [44, 84, 85]; repetitive batch reactor [52, 60, 63]; continuous stirred tank
reactor (CSTR [35, 38, 63, 72]); plug flow reactor; cascade reactor [36]; as a reac-
tor with recycle of reaction media [43], and so on.

The retention R of the cofactor within the reactor is very important, partic-
ularly for continuous operation as in the case of an ideal CSTR, where it is
defined as:

Ccofactor in reactor – Ccofactor in outlet
R = 00008 (2)

Ccofactor in reactor

In a continuously operated reactor, the decrease in the cofactor concentration
in the reactor is described by a function of operating time t and residence 
time t as follows:

1–RCcofactor in reactor (t = t) = Ccofactor in reactor (t = 0) · exp $– 7 · t% (3)
t

It can be seen (refer to Figs. 5 and 6) that the elution of the cofactor from the
reactor depends both on the retention of the membrane and the residence time
of the liquid in the continuous reactor. Even at rather high retention, washout
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Fig. 4 Enzyme membrane reactors: a flat-membrane reactor; b hollow-fibre reactor



becomes critical at low residence times. On the other hand, the active concen-
tration of the cofactor also depends on its stability. PEG-10000 NAD(H) dis-
plays a retention of 99.82% and PEG-20000 NAD(H) 99.93% [80]. To achieve a
high retention, the choice of the correct membrane depends on the average
molecular weight of the coenzyme derivative and also on the pore size distri-
bution that determines the actual retention of a given membrane. The perfor-
mance of the membrane selected should be checked by experiments lasting for
a sufficient number of residence times in order to allow an assessment of the
data with sufficient confidence [39].
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Fig. 5 Effect of the retention on the cofactor loss from a reactor

Fig. 6 Effect of the residence time on the cofactor loss from a reactor



Cofactor Regeneration at the Lab Scale 253

Fig. 7 Development of TTN during L-leucine production (from [39])

As can be seen from Fig. 5, if an enzyme membrane reactor is operated for
a residence time of 1 hour over a period of a week, even at 99% retention much
coenzyme (~80%) is eluted, so that a retention of about 99.9% is required to 
reduce the amount of cofactor eluted from the enzyme membrane reactor.
Only in this case can a high TTN number be reached in a continuous enzyme 
membrane reactor. If an ultrafiltration cell is used instead for the recovery 
of the enzymes and coenzyme from the solution of a batch experiment, only
5–7 volumes of a rinsing solution is required to wash out products with a reten-
tion of 0%. If in this case the retention for the cofactor is only 99%, then only
a few percent of the cofactor is eluted along with the product.

In Figure 6, the influence of the residence time of the substrate solution in
an enzyme membrane reactor on the cofactor concentration is shown for a 
retention of 99.9%. Even at very short residence times, a significant elution 
of the cofactor is already evident. In principle, the higher operating cost of a
membrane with high retention must be balanced with the cost of the fraction
of cofactor lost due to its incomplete retention.

Figure 7 demonstrates the performance of a laboratory enzyme membrane
reactor for producing l-leucine using a YM5 membrane from Amicon [39]
during an experiment performed over a period of three months. A total turn-
over number of 80,000 was obtained for PEG – 20000 NAD(H). Figure 7 shows
that the TTN increases from the start of the experiment and levels off after 
approximately 20 days while the reactor was operated at rather low stationary
coenzyme concentrations.



7.3
Cofactor Regeneration in Electrochemical Reactors

Electrochemical reactors with enzymes are important applications of electro-
chemical technology in bioprocess engineering. The electrochemical regenera-
tion of redox coenzymes avoids the use of any additional reagent, is simple,
and presents high enough regeneration numbers for preparative-scale appli-
cations.

Stabilisation of the enzyme is a crucial parameter to be taken into account
when designing a new type of electro-enzymatic reactor. Generally, immo-
bilisation is known to stabilise enzymes, but the different steps required to 
immobilise enzymes may drastically decrease the initial activity of fragile 
enzymes. For this reason, membrane reactors have been instead used to carry
out enzyme-catalysed synthesis. However, the combination of electrochemical
reactors with membrane techniques has rarely been used. Only a few examples
of electrochemical membrane reactors have been found in the literature deal-
ing with enzyme-catalysed synthesis.

In general, two types of electrochemical reactors can be distinguished:

1. The electrochemical and membrane reactors are separated. In this case the
membrane reactor allows us to continuously remove the product, and to
keep the enzyme in the working loop [13].

2. The electrochemical and enzymatic reactors are contained within the same
device. This is the so-called “compact reactor”. The principle of the reactor
is shown in Fig. 8. There are two main designs for the reactor: a reactor with
the producing enzyme immobilised on the electrode surface (Fig. 9), and 
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Fig. 8 Principle of the electrochemical reactor in the three electrode configuration 
(cathode, anode and reference electrode)



a membrane reactor (Fig. 10). A reactor with an immobilised producing
enzyme can operate in batch mode [12, 42] or in continuous mode either as
a plug flow reactor, a plug flow reactor with an included recycle loop [21],
or as a stirred tank reactor, which is how a membrane reactor (Fig. 10)
behaves. The direct electrochemical oxidation of NAD(P)H delivers an
almost fully active coenzyme offering a high TTN (>10000) [58] in compact
batch reactors. Although direct electrochemical oxidation of NAD(P)H is
feasible, the reduction of NAD(P)+ has not given good enough results for it
to be applied in organic synthesis until now. Enzyme immobilisation onto
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Fig. 10 The working part of the compact membrane electrochemical reactor: a dialysis re-
actor, b ultrafiltration membrane reactor

Fig. 9 The working part of the compact electrochemical reactor, with the producing enzyme
immobilised on to the electrode surface



the electrode surface could allow not only an increase in enzyme stability,
but also enzyme reutilisation, both of which are useful for reactor design.

The membrane reactor can be operated in either a diffusive or an enforced flow
mode using dialysis (Fig. 10a) or ultrafiltration membranes (Fig. 10b) [18] re-
spectively. In an ultrafiltration membrane electrochemical reactor (UF-MER),
the solution circulates perpendicular to the electrode and so crosses the elec-
trode and then the UF-membrane. The UF-MER can be used in two different
modes: continuous and recycling. The reactor confines the enzyme near the
electrode due to the membrane. The main problem with electrochemical
reactors is that only a fraction of the producing enzyme (that which is close
to the electrode surface) is really efficiently utilized. It should be emphasised
that the reactors proposed can be utilised in a “plug and play” fashion; this 
means that when the best parameters for the desired reaction are determined
(concentration, potential, pH, enzyme activity, and so on), it is only necessary
to introduce the substrates and enzymes into the reactor to start the synthesis.
No preliminary enzyme preparation or immobilisation steps are required.

8
Conclusion

A variety of potential useful enzymes require nicotinamide cofactors: alcohol
dehydrogenases with their ability to reduce a ketone to a chiral alcohol, keto-
acid dehydrogenases for the syntheses of aminoacids or monooxygenases that
catalyse epoxidation or hydroxylation. Cofactors are too expensive to be added
in stoichiometric amounts. Over the last few decades, there has been substan-
tial progress in cofactor regeneration as well as in retention technology. Cur-
rently it seems that the best method that is also widely explored is enzymatic
regeneration by the use of formate dehydrogenase as the cofactor-regenerating
enzyme for NADH [39] as well as for NADPH [29]. The enzyme uses formate
as a substrate. Formate is cheap, most enzymes can tolerate it, and it is a strong
reducing agent. The product of the regeneration reaction is CO2, which hardly
has any effect on enzymes at all, thermodynamically drives the reaction to
completion, and is easily removed from the reaction system as gas or by a con-
secutive conversion to hydrogencarbonate which simplifies product recovery.
In Table 7 we present the current costs of the most extensively investigated 
regenerating enzymes for the use on the lab-scale. Of course, the higher the 
required quantity of enzyme, the lower its costs per enzyme unit will be.

Since the interest in biocatalysts that are able to hydroxylate organic com-
pounds, such as oxygenases, has significantly increased in recent years, some
progress is evident, especially in NAD(P)H regeneration on the lab-scale.A new
NADP-dependent formate dehydrogenase [75], as well as a new NADH oxidase
[25] have been found, enhancing the efficiencies of methods of cofactor re-
generation.
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The first coenzyme regeneration system to be commercialised up to the pro-
duction stage, the production of l-tert leucine [10], is still in use.

Finally, the application of electrochemical reactors coupled to enzyme-
catalysed processes has been expanded from analytical to preparative scale.
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Abstract In this chapter, examples are given of the application of highly reactive prochiral
ketones as substrates for enzymatic reductions. 3,5-Dioxocarboxylates are polyketide-like
compounds that can be used to synthesize all of the possible stereoisomers of the corres-
ponding 1,3-diols by means of regio- and enantioselective enzymatic reduction. The results
obtained from an investigation into the usefulness of the resulting hydroxyl ketones and 1,3-
diols in organic synthesis led to the development of non-natural functionalized ynones as
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a starting material for the enzymatic route to enantiopure propargylic alcohols. A broad
variety of substituted acetylenic ketones can be reduced enantioselectively by the oxido-
reductases Lactobacillus brevis ADH (LBADH), Candida parapsilosis carbonyl reductase
(CPCR), horse liver ADH (HLADH) and Thermoanaerobium brockii ADH (TBADH). The 
resulting propargylic alcohols can be obtained in either enantiomeric form, since (R)- and
(S)-specific oxidoreductases can be applied. By varying the size of the substituents, the en-
antiomeric excess can be tuned, or the enantioselectivity can even be reversed. The obtained
highly functionalized enantiopure alcohols are synthetically flexible chiral building blocks
that offer new synthetic strategies for target- and diversity-oriented synthesis.

Keywords Alcohol dehydrogenase · Chiral building blocks · Diols · 
Diversity-oriented synthesis · Stereoselective catalysis

Abbreviations
ADH alcohol dehydrogenase
aq aqueous
Ar aromatic, aryl
CSA camphorsulfonic acid
cat catalytic
CPCR Candida parapsilosis carbonyl reductase
DBU 1,8-diazabicyclo[5,4,0]undecen-7-ene
DMP 2,2-dimethoxypropane
dr diastereomeric ratio
ee enantiomeric excess
eq molecular equivalents
FDH formate dehydrogenase
g gram
HLADH horse liver alcohol dehydrogenase
HMG-CoA 3-hydroxy-3-methylglutaryl coenzyme A
HPLC high performance liquid chromatography
L liter
LBADH Lactobacillus brevis alcohol dehydrogenase
LDA lithium diisopropylamide
LKADH Lactobacillus kefir alcohol dehydrogenase
NAD(H) nicotinamide adenine dinucleotide (hydride)
NADP(H) nicotinamide adenine dinucleotide phosphate (hydride)
NMR nuclear magnetic resonance
rec recombinant
SADH Thermoanaerobacter ethanolicus alcohol dehydrogenase
TBADH Thermoanaerobium brockii alcohol dehydrogenase
TEADH Thermoanaerobacter ethanolicus alcohol dehydrogenase
TFA trifluoroacetic acid
TsOH para-toluenesulfonic acid
U unit (mmol min–1)
UV ultraviolet spectroscopy
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1
Introduction

The metabolic diversity generated by nature through evolution is enormously
broad: about 200,000 different secondary metabolites have been structurally
described so far [1]. Members of this pool of metabolites are as simple as ethy-
lene, an important phytohormone with a diverse bioactivity profile [2], and as
complex as maitotoxin, the largest non-biopolymer (M=3422) and the most 
potent nonproteinaceous toxin known [3–5] (see Fig. 1).

However, the theoretically possible number (1062 to 1063) of potentially
bioactive low-molecular mass compounds (MR≤500 g mol–1) [6] is exceedingly
large in comparison to the number of compounds actually realized by nature.
What chemists and biochemists have found so far is that a simple combi-
natorial approach cannot be used to mimic the diversity observed in natural
products. This holds true for low-molecular mass compounds [7] as well as 
for de-novo proteins [8]. Various strategies have recently been developed to 
overcome these limitations, including dynamic combinatorial chemistry [9],
diversity-oriented synthesis [10], and natural-product-based combinatorial
chemistry [11], to name just a few. According to our present understanding, the
combination of combinatorial synthesis and screening by selection seems to be
the most promising approach [12], but we are far from entirely understanding
the mechanisms responsible for the evolution of enzymatic activity, regulation
and metabolic diversity.

From an evolutionary point of view, nature has developed efficient methods
for biosynthesizing a broad diversity of metabolites possessing pronounced,
diverse, and specific biological activity, by employing biocatalysts that also dis-
play broad diversity in terms of activity and specificity. Nevertheless, this 
diversity is initially generated at the metabolic level from a few general build-
ing blocks like acetate, mevalonate (isopentyl and dimethylallyl pyrophospha-
tes), chorismate and amino acids.
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Fig. 1 Structures of the secondary metabolites ethylene and maitotoxin, illustrating the 
diversity that exists within this pool of compounds



Attention is drawn here to some concepts found during an investigation into
chemoenzymatic synthesis that focused on aspects of bio-inspired diversity.
The use of highly flexible and reactive prochiral substrates, that enabled access
to various enantiopure secondary alcohols, was demonstrated.

3,5-Dioxocarboxylates are polyketide-like compounds which can be used to
synthesize all of the possible stereoisomeric 1,3-diols derived from them via 
regio- and enantioselective enzymatic reduction. The propargylic alcohols
introduced in the second part of the chapter lead to highly flexible C-4 build-
ing blocks that offer new synthetic strategies for target- and diversity-oriented
synthesis.

2
Diversity-Oriented Access to 1,3-Diols through the Regio- and 
Enantioselective Reduction of 3,5-Dioxocarboxylates

2.1
Working Strategy

The biosynthesis of many hydroxylated natural products proceeds through re-
gio- and enantioselective modification of polyketides, which are assembled
through chain elongation via acetate or propionate units [13–15]. The enzymes
responsible for the chain elongation and subsequent reduction, elimination,
aromatization, and further modifications are classified as polyketide synthases
[16, 17]. These multifunctional enzymes have been recently used for whole-cell
biotransformations into “unnatural” metabolites, within the scope of combi-
natorial biosynthesis [18, 19].

We envisaged the biocatalytic regio- and stereoselective modification of
polyketide-like compounds. This mimics the biosynthetic strategy of starting
from a single substrate, which, after modification(s), affords a variety of dif-
ferent products. The regio- and enantioselective reduction of b,d-diketo esters
A signifies such a straightforward and flexible approach.All four stereoisomers
of a dihydroxy ester C can be derived via hydroxy keto esters B from the same
precursor A by this strategy (see Scheme 1) [20].

Only a few publications dealing with this subject can be found in the litera-
ture. Hydrogenation of diketo esters A with chirally modified ruthenium cata-
lysts resulted in mixtures of syn- and anti-dihydroxy esters C with varying
enantiomeric excess [21–24]. A notable exception to this is represented by the
recent work of Carpentier et al, who succeeded in controlling the reduction of
methyl 3,5-dioxohexanoate at the initial step, namely the reduction of the 
b-keto group. The enantiomeric excess achieved was, nevertheless, limited to
78% at best [21].

Highly enantioselective reduction of ethyl 6-benzyloxy-3,5-dioxohexano-
ate (1) by ADH of Acinetobacter calcoaceticus has been reported (97–99% ee)
[25, 26]. Regioselectivity was not encountered, however, as was the case in the
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Scheme 1 Anticipated regio- and enantioselective reduction of b,d-diketo esters A

reduction of a variety of b,d-diketo hexanoates A (for example, compound 2)
with baker’s yeast (see Scheme 2) [27].

The application of isolated enzymes in an anticipated regio- and enantio-
selective reduction of b,d-diketo esters A seemed most promising to us, since
alcohol dehydrogenases are generally known to operate in a highly selective
manner [28].

2.2
Regio- and Enantioselective Reduction

In a photometric assay, an NADP(H)-dependent ADH of Lactobacillus brevis
(LBADH) was identified as a suitable catalyst for accepting a broad range of
diketo esters A as substrate [29]. This stable enzyme is readily available in the
form of a crude cell extract (recLBADH) from a recombinant Escherichia coli
strain [30–32].

To identify the keto group(s) reduced by recLBADH, reaction with diketo
esters 3a–c was performed on a preparative scale, using substrate-coupled re-

Scheme 2 Microbial reduction of diketo esters 1 and 2 [25–27]



generation of NADPH. Comparison of analytical data on the products (R)-4b
and (R)-4c with literature data (NMR, [a]) clearly established the formation of
(R)-configurated d-hydroxy-b-keto isomers of high optical purity (see Table 1
and Scheme 3).

The enzyme recLBADH is the first catalyst that allows the highly regio-
and enantioselective synthesis of d-hydroxy-b-keto esters by reduction of the
respective b,d-diketo esters. This enzymatic reaction is of enormous prepara-
tive value. The substrates are readily available by acylation of b-keto ester
bisenolates, and the reaction only requires a simple batch technique, which is
easy to scale up. Reduction of the chlorinated compound 3a has been routinely
performed on a 75 g scale in our laboratory (8 L fed batch, final substrate con-
centration 34 mM), producing the hydroxy keto ester (S)-4a in an isolated yield
of 84% [37].

In order to synthesize the (R)-enantiomer of hydroxy keto ester 4a we
reinvestigated the baker’s yeast reduction of b,d-diketo esters described by
Tsuboi et al [27]. The chlorinated diketo ester 3a, which had not been inves-
tigated by Tsuboi et al, was reduced with high regioselectivity at C-5 by baker’s
yeast, in contrast to its unchlorinated analogues 3b and 3c which gave mixtures
of regioisomers in this reaction [38]. The enantiomeric excess of the product
(R)-4a was greatly enhanced by application of a biphasic system (hexane/water
and Amberlite XAD-7/water; for some recent applications of XAD-7 in bio-
conversions, see [39–41]).Additionally, it was found that the use of dried baker’s
yeast and a high yeast/substrate ratio (10 g yeast per mmol 3a) gave the best
results with regard to enantioselectivity. A combination of these optimized 
parameters enhanced the enantiomeric excess of the product (R)-4a from 48%
to 90–94% (Scheme 4).Application of the resin considerably aided the isolation
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Table 1 Products of the recLBADH catalyzed reduction of the diketo esters 3a–c [29] (see
also Scheme 3)

Compound R Yield [%] ee [%] [a]D
25 lit. [a]D (% ee)

(S)-4a Cl 72 >99.5 –24.9 –23.0  (>97) [33, 34]
(R)-4b H 77 99.4 –40.1 –39.6  (99) [35]
(R)-4c Me 61 98.1 –36.0 –35.6  (99) [36]

Scheme 3 The recLBADH catalyzed reduction of diketo esters 3a–c (see also Table 1) [38]



of the product, and so the reaction was carried out at gram scale without dif-
ficulty (1 mmol substrate/g resin XAD-7) [38].

When the enzymatic reduction of the heptanoate 3c was performed in sus-
pension on a preparative scale comparable to the recLBADH-catalyzed reduc-
tion of diketo ester 3a, conversion difficulties became apparent, most likely due
to the low solubility of heptanoate 3c in the buffer. As in the case of the whole-
cell biotransformation with baker’s yeast, application of XAD-7 greatly facili-
tated substrate distribution, work-up and product recovery. After enzymatic
reduction (recLBADH) of heptanoate 3c in such a biphasic system, the product
(R)-4c was obtained in an isolated yield of 66%. Furthermore, after ultrafiltra-
tion of the buffer solution, about two-thirds of the enzyme activity utilized was
recovered, which again was applied in a repetitive manner [42]. It has therefore
been shown that the enzyme-catalyzed regio- and enantioslective reduction 
of b,d-diketoesters can be applied to lipophilic members of this class of com-
pounds on a preparative scale, too.

2.3
Dynamic Kinetic Resolution

The enzyme-catalyzed regio- and enantioselective reduction of a- and/or 
g-alkyl-substituted b,d-diketoesters would enable the simultaneous (or succes-
sive, respectively) introduction of up to four fixed stereogenic centers into 
the molecule by two consecutive reduction steps through dynamic kinetic 
resolution [43], with a theoretical maximum yield of 100%. Although the
dynamic kinetic resolution of a-substituted b-keto esters by chemical [44] 
or biocatalytic [45] reduction under neutral conditions has proven to be broad-
ly applicable to stereoselective synthesis, the corresponding dynamic kinetic 
resolution of 2-substituted 1,3-diketones is rarely found in the literature
[46–48].

By enzymatic reduction of branched diketo ester 5 with recLBADH in an
aqueous buffer system, hydroxy keto ester 6 was isolated with a 66% yield
(Scheme 5). NMR data for the major product syn-(4S,5R)-6 clearly proved the
regioselective single-site reduction of the keto group at C-5 [49].

This indeed verifies the dynamic kinetic resolution of the diketo ester rac-5
through enzymatic reduction, indicating that the (S)-enantiomer of this sub-
strate is accepted preferentially by recLBADH, and that under the conditions
applied, racemization is faster than the enzymatic reduction of the (R)-en-
antiomer of diketo ester 5.
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Scheme 4 Reduction of diketo ester 3a by baker’s yeast [38]



This methodology enables a novel approach to the chemistry of polypropio-
nates based on a biomimetic approach via polyketides.Apparently, this method
could be extended to the dynamic kinetic resolution of other 2-alkyl-sub-
stituted unsymmetrical 1,3-diketones through enzymatic and chemical reduc-
tion methods, applying non-basic conditions. Indeed, very recently Cossy et al
applied non-enzymatic catalysis to the dynamic kinetic resolution of such 1,3-
diketones through enantioselective monoreduction mediated by chiral ruthe-
nium catalysts [50].

For some examples of the reduction of 2-alkyl-substituted ketones under
basic conditions via dynamic kinetic resolution, see [51, 52].

2.4
Stereoselective Access to 1,3-Diols

Substituted 1,3-diols are valuable intermediates in the synthesis of drugs and nat-
ural products [53–55]. These useful building blocks are often obtained as mix-
tures of syn- and anti-diastereomers in varying diastereomeric ratios. Starting
from the regio- and enantioselective reduction of b,d-diketo esters, different
methods of obtaining enantiomerically pure 3,5-dihydroxy esters were employed.

2.4.1
Diastereoselective Reduction by Chemical Methods

Prasad’s syn-selective borohydride reduction was applied for the preparation
of both enantiomers of dihydroxy ester syn-7 [33, 56]. This method gave dihy-
droxy esters syn-7 in a diastereomeric ratio syn-7/anti-7 (drs:a) of 28:1 to 45:1.
The enantiomers of dihydroxy ester anti-7 were synthesized according to
Evans’ method [57], which resulted in a dra:s (anti-7/syn-7) of 14:1 to 18:1
(Scheme 6) [38].

Advantageously, the diastereomeric ratios could be raised to ≥200:1 for 
all of the dihydroxy esters 7 using a single crystallization step. In the case of
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Scheme 5 Reduction of diketo esters 5 by recLBADH via dynamic kinetic resolution [49]



the two dihydroxy esters derived from the baker’s yeast reduction product 
(R)-4a, most of the minor enantiomer was removed by this procedure as 
well [38].

2.4.2
Diastereomer-Differentiating Hydrolysis of 1,3-Diol-Acetonides

The separation of 1,3-diol diastereomers can be a difficult task, even at the stage
of cyclic derivatives like the corresponding acetals [58–60]. This applies espe-
cially to non-crystallizing 1,3-diols and when the separation has to be con-
ducted on a large scale.

On deprotecting a syn/anti-mixture of acetonide 8 with a catalytic amount
of diluted aqueous hydrochloric acid in dichloromethane solution, we observed
that the anti-diastereomer hydrolyzes much faster than the syn-diastereomer.
Premature quenching of the acid catalyst with aqueous sodium bicarbonate
solution resulted in a mixture of the diols syn-(3R,5S)-7 and anti-(3S,5S)-7 and
highly enriched syn-acetonide syn-(3R,5S)-8 (Scheme 7) [61].

Because of the great differences in polarity, the diastereomeric diols 7 can
easily be removed from the corresponding acetonides 8 by flash chromatogra-
phy. Therefore, the diastereomer-differentiating acetonide hydrolysis turns the
difficult syn/anti-diastereomer separation into a separation of non-stereoiso-
meric compounds, which show great differences in their physical properties
and so can be readily separated.

The differences in the hydrolysis rates of diastereomeric 1,3-diol-acetonides
were known in principle [62]. However, any intended utilization of these
differences for the separation of syn- and anti-1,3-diols or syn- and anti-1,3-
diol-acetonides has not yet been described in the literature.
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Scheme 6 Diastereoselective reduction of hydroxy keto esters (S)-4a and (R)-4a [38]



The highly selective diastereomer-differentiating hydrolysis of 1,3-diol-
acetonides described here has a general scope and can be easily applied on a
large scale. Moreover, it can also be applied to generate highly enriched anti-
1,3-diols from a diastereomeric mixture of 1,3-diol-acetonides [61].

2.5
Nucleophilic Substitution of Chlorine

In the previous sections it was shown that all four stereoisomers of the chlori-
nated dihydroxy ester 7 can be synthesized in an enantiopure form on a pre-
parative scale by a flexible stereoselective two-step reduction sequence. In order
to extend the applicability of these compounds a nucleophilic substitution of
chlorine was envisaged.

A two-step conversion of acetonide syn-(3R,5S)-8 to hydroxy compound
syn-(3R,5S)-9 is known from the patent literature [33].This compound is 
an advanced intermediate in the synthesis of HMG-CoA reductase inhibitors
[63]. Iodide syn-(3R,5S)-10 has been utilized for this purpose, too [64]. We 
were able to displace the chlorine of acetonide syn-(3R,5S)-8 by iodine in a 
single step under advanced halogen exchange conditions (52% yield; Scheme 8)
[65, 66]. However, conversion was incomplete (86%), and the remaining start-
ing material could not be removed from the product syn-(3R,5S)-10 [38].
Furthermore, complete decomposition was encountered in several experi-
ments.

Alternatively, epoxide (3R,5S)-11 was regioselectively opened with lithium
iodide on silica [67]. The crude product was immediately subjected to ace-
tonide protection, which afforded the desired iodide syn-(3R,5S)-10 with a 
58% yield (44% from syn-(3R,5S)-7; Scheme 9). Epoxide (3R,5S)-11 was easily
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Scheme 7 Diastereomer-differentiating hydrolysis of the syn- and anti-acetonide 8 (isolated
yields shown) [61]



obtained from dihydroxy ester syn-(3R,5S)-7 by treatment with DBU (66%
yield) [38].

Epoxy esters like (3R,5S)-11 are also favorable intermediates in the synthe-
sis of HMG-CoA reductase inhibitors, since the epoxide can be regioselectively
opened by carbon nucleophiles, like cuprates [68, 69].

Therefore, starting from diketo ester 3a, highly functionalized building
blocks were obtained in only three reaction steps. Since the functional group
manipulations described in this section should be applicable to the anti-
dihydroxy ester 7 as well, this highly flexible strategy enables new applications
in natural product synthesis.

2.6
Application in Natural Product Syntheses

The (R)-enantiomer of lactone 12 was required for the enantioselective syn-
thesis of naturally occurring (R)-semi-vioxanthin. To this end, hydroxy keto
ester (R)-4b was lactonized to (R)-5,6-dihydro-4-hydroxy-6-methyl-2H-pyran-
2-one by treatment with trifluoroacetic acid [42, 70], followed by O-methylation
with dimethyl sulfate, affording lactone (R)-12 (Scheme 10) [71].
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Scheme 8 Nucleophilic substitution of the chlorine of acetonide syn-(3R,5S)-8 [38]

Scheme 9 Synthesis and regioselective opening of epoxide (3R,5S)-11 [38]



The aromatic ring system of (R)-semi-vioxanthin was built up through a
tandem Michael-Dieckmann reaction of orsellinate 13 and pyranone (R)-12
with a 27% yield. Selective cleavage of the benzyloxymethyl group was achieved
by hydrogenolysis to give (R)-semi-vioxanthin in a 44% yield (Scheme 10) [71].

The a,b-unsaturated d-lactone moiety occurs in many highly bioactive
substances [72, 73], including callystatin A (cytotoxic) [74, 75] and ratjadone
(cytotoxic) [76, 77], and is frequently introduced by a Wittig-type reaction. To
provide a useful building block for natural product syntheses, an asymmetric
synthesis via lactone 14 of both enantiomers of the d-lactone equivalent lactol
15 was developed in collaboration with the Enders group, University of Aachen,
based on the regio- and enantioselective biocatalytic reduction of diketo ester
3a (Scheme 11) [78].

Protected lactol 15 has been used as an advanced intermediate in the asym-
metric synthesis of (S)-argentilactone, (S)-goniothalamin [78] and (–)-cally-
statin [79] (Scheme 12).
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Scheme 10 Synthesis of (R)-semi-vioxanthin [71]

Scheme 11 Synthesis of d-lactone equivalent 15 [78]



2.7
Conclusions and Outlook

The regio- and enantioselective reduction of b,d-diketo esters A (see Scheme
1) with ADH of L. brevis is a reaction of broad applicability. A wide variety of
diketo esters are accepted by this readily available enzyme, and the required re-
action technique is remarkably simple. Due to the mild reaction conditions, the
reaction can be carried out without special care, even for highly sensitive com-
pounds like the diketo ester 3a. No serious limitations in terms of further scale-
up are apparent. The hydroxy keto esters like (S)-4a made available by this re-
action are compounds of high functionalization (Scheme 13), and many
chemical modifications and applications of them are known from the litera-
ture. New applications in natural product syntheses have been developed using,
for instance, the lactone equivalent (S,S)-15.

Since baker’s yeast reduction of the diketo ester 3a enables the formation 
of enantiomeric products, a diversity-oriented approach towards all possible
stereoisomers of the compounds depicted in Scheme 13 is conceivable.

Thus, it was shown that the regio- and enantioselective enzymatic reduction
of polyketide-like compounds represents a valuable alternative to the more
classical approach starting from chiral b-hydroxy butyrates followed by chain
elongation. It will be interesting to see whether non-enzymatic catalysts can be
developed which enable the biomimetic regio- and enantioselective reduction
of b,d-diketo esters.
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Scheme 12 Synthesis of (S)-argentilactone, (S)-goniothalamin and (–)-callystatin [78, 79]



3
Chemo- and Enantioselective Reduction of Propargylic Ketones:
Towards a General Chiral Building Block

3.1
Working Strategy

Chiral, non-racemic propargylic alcohols are important synthetic intermediates
in the synthesis of natural products and biologically active compounds.
Since the C�C triple bond allows flexible and wide-ranging functional group
modifications, enantiopure propargylic alcohols are quite general chiral build-
ing blocks. An impressive example of the flexibility of the propargylic alco-
hols D was given by Schreiber et al in a diversity-oriented organic synthesis
(Scheme 14) [80].

Asymmetric reduction of a,b-acetylenic ketones is a straightforward ap-
proach to this class of compounds.A number of chemical reducing reagents has
been developed which provide chiral propargylic alcohols in good yields
[81–84] (for a review of the enantioselective reduction of ketones, see [85]).
Nevertheless, all of these reagents afford only a small range of propargylic 
alcohols in high enantiomeric excess, and most of them are limited to either
hindered or unhindered alkynones. Furthermore, if hydrolytic enzymes like 
lipases are used, only a few of these alcohols are obtained with an enantiomeric
excess higher than 99% [86–93], and only a small number of a,b-acetylenic 
ketones are reduced by isolated oxidoreductases at all [94–99] (LKADH: ADH
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Scheme 13 Chiral building blocks produced from the hydroxy ketoester (S)-4a
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Scheme 14 Application of propargylic alcohols in diversity-oriented organic synthesis [80]

Scheme 15 Enzymatic reduction of ynones [94–99]



from Lactobacillus kefir [94]; HLADH: horse liver ADH [97]; TBADH: ADH
from Thermoanaerobium brockii [98]; TEADH: ADH from Thermoanaero-
bacter ethanolicus [96, 99]) (Scheme 15).

As alcohol dehydrogenases can react stereo- and chemoselectively under
very mild conditions, they should provide good access to enantiopure pro-
pargylic alcohols. This strategy provides the ability to start from a single sub-
strate, which after enzymatic reduction produces either enantiomer of propar-
gylic alcohol, and after further modifications a variety of different enantiopure
products in only two to three steps.

3.2
Enantioselective Reduction of Aryl Alkynones

In a photometric assay, NADP(H)-dependent ADH of Lactobacillus brevis
(LBADH) [30–32] and NAD(H)-dependent Candida parapsilosis carbonyl re-
ductase (CPCR) [100] were identified as suitable catalysts for accepting a broad
range of ynones as substrates. Both enzymes catalyze the reduction of various
aryl alkynones 16 with high enantioselectivity and efficiency (Scheme 16) [101].
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Scheme 16 Enzymatic reductions of aryl alkynones 16 with cofactor regeneration [101]

Since these two biocatalysts possess complementary stereoselectivity, they
enable the syntheses of both enantiomers of the desired products. To demon-
strate the applicability of enzymatic reduction of aryl alkynones on a prepara-
tive scale, we optimized the reaction parameters of the recLBADH-catalyzed re-
duction of 4-phenyl-3-butyn-2-one (16, Ar=phenyl). On a 2 gram scale (50 mM
substrate concentration), in the presence of 0.05 mol-% NADP+, recLBADH
(250 U) catalyzed reduction afforded a 94% yield of enantiomerically pure 
(R)-4-phenyl-3-butyn-2-ol [(R)-17, Ar=phenyl]. Conversion was determined 
as >99% [101].

3.3
Synthesis of Enantiopure 3-Butyn-2-ol

(R)- and (S)-3-butyn-2-ol (19) are important intermediates, for example in syn-
theses of 5-lipoxygenase inhibitors [90]. The methyl and ethynyl residue of
3-butyn-2-one (18) shows a similar steric demand [102], making it difficult 



for reducing reagents to distinguish between the two enantiofacial sides of the
substrate. Therefore, all methods of reducing 18 failed to produce the enantio-
pure alcohol 19. The best result with regard to the enantioselective reduction
of 18 was obtained with Thermoanaerobium brockii-ADH (TBADH), to give
(S)-19 (86% ee) (Scheme 17) [103].

As expected, enzymatic reduction of 18 with recLBADH and CPCR resulted
in unsatisfactory results (60% and 49% ee, respectively). The aforementioned
results indicate that a bulky substituent at the alkyne moiety results in a higher
selectivity of the reduction. Therefore, we required a functional group that
could be easily attached to and removed from the alkyne unit. Silyl groups 
appeared to be suitable since they fulfill these requirements [104, 105] and 
their size can also be varied. Furthermore, Bradshaw et al reported that
Lactobacillus kefir-ADH, an enzyme highly homologous to LBADH, affords
(R)-4-trimethylsilyl-3-butyn-2-ol [(R)-21a] with an ee of 94% in 25% yield
(Scheme 15) [95]. In our investigations, ketone 20a was reduced by recLBADH
with >99% conversion. The enantiomeric excess and absolute configuration of
the product were determined by desilylation with borax converting alcohol
(R)-21a into enantiopure (R)-3-butyn-2-ol [(R)-19] (Scheme 18).

The synthesis of enantiomerically pure (S)-3-butyn-2-ol [(S)-19] was
achieved by introducing a silyl group with an aromatic substituent into the
substrate (compound 20b). In conclusion, we found easy access to both en-
antiomers of 19 in high enantiomeric excess simply by introducing an appro-
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Scheme 17 Enzymatic reduction of 3-butyn-2-one (18) with TBADH [103]

Scheme 18 Enzymatic reduction of silylalkynones, affording enantiopure 3-butyn-2-ol (19)
[101]



priate silyl derivative and subsequently detaching the ee-enhancing group
(Scheme 18) [101].

When recLBADH was tested with the n-alkyl ethynyl ketones 22a–c (Table 2
and Scheme19), homologues of 3-butyn-2-one (18), it was observed that the
preferred stereochemistry of the resulting propargylic alcohol depends on 
the size of the alkyl unit [101]. A similar observation was reported by Phillips
et al. for SADH from Thermoanaerobacter ethanolicus [99]. In the case of
recLBADH, a reversal of the enantioselectivity of the reduction was already
known from using 1-pentyn-3-one (22a) as a substrate. Higher homologues
like 1-hexyn-3-one (22b) and 1-octyn-3-one (22c) are even reduced with
complete enantioselectivity. The enzymatic activity increases strongly for those
substrates bearing longer alkyl chains.
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Table 2 Screening results for the recLBADH-catalyzed reduction of n-alkyl-alkynones[101]
(see also Scheme 19)

Alcohol; R= recLBADH

% activity (% conv.) % ee (config.)

19 H 66 (100) 60 (R)
23a CH3 41 (90) 34 (S)
23b C2H5 28 (100) >99 (S)
23c C4H9 85 (100) >99 (S)

Scheme 19 The recLBADH-catalyzed reduction of n-alkyl-alkynones (see also Table 2) [101]

Ethynyl ketones decompose in amine buffer, resulting in only moderate
yields of 20–55% after enzymatic reduction [99]. We found that ketones with
a terminal triple bond, as well as the corresponding alcohols, are stable in phos-
phate buffer, so propargylic alcohol (S)-23b (ee>99%) was easily obtained on
a gram scale (69% yield) [101].

Thus, it was shown that substrate engineering can be successfully used to 
adjust the absolute configuration and the enantiomeric excess of the resulting
propargylic alcohols by enzymatic reduction.Whereas the introduction of silyl-
groups at C-4 of 3-butyn-2-one (18) resulted in enantiopure 3-butyn-2-ol (19)
after reduction and deprotection, chain-elongation at C-1 afforded enantiopure
higher homologues of opposite configuration.



3.4
Enzymatic Reduction of aa-Halogenated Propargylic Ketones

Our interest in a general approach for obtaining enantiomerically pure build-
ing blocks as intermediates for organic synthesis encouraged us to continue our
studies towards the reduction of a-halogenated propargylic ketones. Wong et
al published two examples of observed enzymatic activity with a-halogenated
propargylic ketones 24c and 24e (UV assay) [94, 95]. However, since it is known
that a-halogenated ketones can undergo dehalogenation through a radical
mechanism in the presence of NAD(P)H [106, 107], proof of product formation
still has to confirm the presumed enzyme-catalyzed reduction to propargylic
alcohols. Moreover, there has been only one report of a chiral, non-racemic 
a,b-alkynyl a-chloro- or a-bromohydrin. Corey and coworkers obtained 
(R)-4-triisopropylsilyl-1-chloro-3-butyn-2-ol (27) by oxazaborolidine reduc-
tion of the corresponding ketone 26. However, the authors indicated that the
bulky triisopropylsilyl group was essential for an ee of 95% (Scheme 20) [82].
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Scheme 20 Oxazaborolidine-catalyzed reduction of the ketone 26 [82]

Table 3 Relative enzymatic activities of HLADH, TBADH and recLBADH [110, 111] (see also
Scheme 21)

Alcohol % Activity (config.)

HLADH TBADH recLBADH

25a X=Cl, R=Phe 32 (R) 53 (R) 70 (S)
25b X=Cl, R=TBS 24 (R) 51 (R) 37 (S)
25c X=Cl, R=TMS 15 (R) 74 (R) 28 (S)
25d X=Br, R=TMS 35 (R) 4 (R) 18 (S)
25e X=Cl, R=H not determined not determined 28 (R)
25f X=Br, R=H not determined not determined 18 (R)
17 X=H, R=Phe 6 (S) 47 (S) 142 (R)

In our own work, three ADHs were identified accepting propargylic sub-
strates with substituents of the size of chloro- and bromo-methyl groups in a
UV assay. The a-halogenated propargylic ketones 24, which were easily synthe-
sized in one step [108, 109], were reduced by HLADH, TBADH and recLBADH
(see Table 3 and Scheme 21) [110].



All of these oxidoreductases reduce aromatic and aliphatic a-chloro-pro-
pargylic ketones (24a–c) with high activity. The a-bromo-propargylic ketone
24d is also accepted as a substrate; however, the enzymatic activity of TBADH
and recLBADH decreases, probably due to steric reasons. Because of the low
solubility of substrate 24a, about 25% of a short-chained alcohol was added 
as a cosolvent. The large excess of the short-chained alcohol shifted the sub-
strate/product equilibrium towards the desired propargylic alcohol 25a, result-
ing in almost quantitative conversions with high total turnover numbers of the
cofactor.

Therefore, millimole quantities of substrate 24a were converted using 
cofactor quantities as low as 0.005 mol% and small amounts of enzyme
(100 units recLBADH/g substrate; 200 units HLADH/g substrate, respecti-
vely). The analytically pure products (S)- and (R)-25a were easily obtained 
by extraction in an isolated yield of >95%. HPLC analysis revealed >99% 
conversion and in each case only one single enantiomer could be detected
(ee>99%).

Reduction of 1-(chloro or bromo)-3-butyn-2-one (24e,f) with recLBADH
affords the enantiopure (R)-alcohols 25e,f, resulting in an interesting switch in
the enantioselectivity of the enzymatic reduction.As the enantiomers (S)-25e,f
can be obtained by the recLBADH catalyzed reduction of 24b–d and sub-
sequent removal of the silyl-protecting group, this enzyme offers access to a
pair of enantiomers. Due to the high volatility of the substrates (24e,f) these
transformations were only performed on an analytical scale [111]. Never-
theless, application of an advanced technique should enable this transfor-
mation to be performed on a preparative scale, too. In this case, the transfor-
mation might be performed advantageously in a gas phase biotransformation
[112, 113].

Two divergent conclusions can be drawn from the results obtained in the
substrate screening using a-chlorinated versus nonchlorinated ketones with
different enzymes. For the CPCR-catalyzed reductions, a loss of activity is
observed for a-halogenated substrates, whereas HLADH gains in activity
relative to the non-halogenated substrates (see Table 3 and Scheme 21). For the
former case, steric reasons can be assumed for the negative results, whereas the
effect observed in the latter case indicates a strong electronic influence that
results in an activation of the substrate [114–116]. A more detailed investiga-
tion of this effect using different kinds of activated and non-activated sub-
strates with different alcohol dehydrogenases will result in new insights, giving
access to more prolific substrate engineering.
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Scheme 21 Structures and syntheses of alcohols from Table 3



3.5
Modification of aa-Halogenated Propargylic Alcohols

In the preceding section, it was shown that enantiomerically pure a-halo-
genated propargylic alcohols can easily be obtained in both enantiomeric
forms by enzymatic reduction. Although the high functionality of these com-
pounds makes them ideal precursors for further modification, the application
of these chiral building blocks in target-oriented synthesis has not yet been de-
scribed.

Propargylic alcohols 25 can easily be converted in good yields to their
corresponding epoxides 28 without racemization. Ring closure was achieved by
treatment with DBU in EtOH:H2O (Scheme 22). After work-up by extraction,
no further purification was necessary since no by-products were detected. This
general approach to enantiomerically pure terminal propargylic epoxides
[117–119] offers multifaceted applications in organic chemistry, as has been
shown, for instance, by Hiyama and coworkers in the synthesis of the HMG-
CoA-reductase inhibitor NK-104 (Pitavastatin) [120].
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Scheme 22 Conversion of chlorohydrins 25 into epoxides 28 and nitrile (R)-29 [111]

Regioselective openings of the epoxides 28 were realized with different
nucleophiles (CN–, N3

–, OH–) [111, 120]. Instead of a two-step process, direct
conversion of chlorohydrin (S)-25a into cyanohydrin 29 was accomplished with
a yield of 51% (Scheme 22) [121].

The propargylic terminal epoxides that are easily prepared from the cor-
responding halohydrins represent highly flexible and reactive building blocks.
The potential of these compounds is emphasized by the most recent publica-
tion from Jacobsen’s group. They applied the hydrolytic kinetic resolution of
terminal epoxides by chiral (salen)Co(III) complexes to alkynyl epoxide 28b,
which afforded either the corresponding highly enantioenriched diol or the 
unreacted starting material (ee>99%) with a 41% yield [122].

As mentioned above, the C�C triple bond in propargylic alcohols allows all-
round access to different functional groups at C-3 and/or C-4. As an example,



the chlorohydrin (S)-25a was highly stereoselectively transformed into the
corresponding enantiopure (E)- and (Z)-olefins 30 and 31 in high yields
(Scheme 23) [110, 111].

3.6
Conclusions and Outlook

In conclusion, it has been shown that a broad variety of differently substituted
acetylenic ketones can be reduced enantioselectively by the oxidoreductases 
recLBADH, CPCR, HLADH and TBADH. Most propargylic alcohols were ob-
tained with ee values higher than 99%, making this method superior to non-
enzymatic reduction techniques. In the majority of cases, the alcohols can be
obtained in either enantiomeric form, since either (R)- or (S)-specific oxi-
doreductases can be applied. The substrate spectrum includes aromatic ynones
as well as aliphatic derivatives. By varying the size of the substituents, the enan-
tiomeric excess can be tuned, and even a reversal in enantioselectivity be
achieved. Last but not least, the enzymatic reductions were scaled up using low
amounts of enzyme and cofactor, making this method highly attractive in eco-
logical and economic terms.

The use of a-halogenated substrates like 24 enables the synthesis of a new
class of synthetically flexible enantiopure C-4-building blocks in only two steps.
By applying these building blocks in further syntheses it was demonstrated that
the biomimetic strategy of using a single substrate to obtain a broad variety 
of totally different compounds could be adopted successfully for propargylic 
alcohols (Scheme 24).

282 M. Müller et al.

Scheme 23 Stereoselective synthesis of enantiopure (E)- and (Z)-olefins 30 and 31 [111]



4
Summary

As an outcome of the investigation of the chemoenzymatic strategies described
in this chapter, several new synthetic routes that have broad applicability in
synthetic organic chemistry have been established:

– Regio- and enantioselective reduction of b,d-diketo esters
– Dynamic kinetic resolution of 2-substituted 1,3-diketones
– Diastereomer-differentiating hydrolysis of 1,3-diol-acetonides
– Halogenated propargylic alcohols as versatile C-4 building blocks

Additionally, new biocatalytic concepts have been established:

– Use of highly sensitive substrates in enzyme-catalyzed reactions
– Large-scale biotransformations using NAD(P)H-dependent enzymes
– Adjustment of the product’s stereochemistry by the use of directing groups
– Mimicry of diversity-oriented biosynthetic strategies using substrate engi-

neering

By using this interdisciplinary approach, both, synthetic organic chemists and
biochemists can gain valuable new insights into the strategies nature has
evolved for metabolic diversity.

In the two sections of this chapter, examples were given of the use of highly
reactive prochiral ketones as substrates for enzymatic reductions. In the case
of b,d-diketo esters, polyketides, obviously, are the natural prototypes for the
chemistry developed. The results obtained from the elucidation of the regio-
and enantioselective enzymatic reduction of these highly versatile compounds
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Scheme 24 Chiral building blocks produced from the enantiopure propargylic alcohols 25



led us to the development of non-natural functionalized ynones as starting
material for the enzymatic access to enantiopure propargylic alcohols.

Recent work by others and by us aims at microbial access to other multi-
purpose building blocks in order to use them in a natural-product-based
diversity-oriented synthesis. For example, in the group of Keasling, microbial
production of isoprene-derived compounds has been developed [123]. We are
involved in the development of the diversity-oriented access of compounds 
derived from chorismate [124–126]. It remains to be seen in the future whether
the strategies (or parts thereof) evolved by nature to develop metabolic diver-
sity in connection with biological activity can be copied successfully by man-
made approaches.
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Abstract The review covers the development of membrane reactor technologies at Degussa
for the synthesis of fine chemicals. The operation of fed-batch or continuous biocatalytic
processes in the enzyme membrane reactor (EMR) is well established at Degussa. Degussa
has experience of running EMRs from laboratory gram scale up to a production scale of
several hundreds of tons per year. The transfer of the enzyme membrane reactor from
biocatalysis to chemical catalysis in the chemzyme membrane reactor (CMR) is discussed.
Various homogeneous catalysts have been investigated in the CMR, and the scope and limi-
tation of this new technique is discussed.
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1
Introduction

One of the major challenges for process development chemists in the chemical
industry is the economic application of chemical or biological catalysts.As well
as a high turnover of a catalyst based on such intrinsic parameters as specific
activity and stability, separation and recycling can increase the efficiency of
the catalyst even further, resulting in lower catalyst costs per kg of product.
Degussa has therefore developed a platform technology for catalyst recovery
based on membrane reactors to separate and recycle the catalysts from the
reaction mixture. This simplifies the work-up protocol and leads to high turn-
over numbers by recycling the catalyst in situ.

This review describes the development of membrane reactors used at Degussa
for the production of fine chemicals. Starting with the enzyme membrane
reactor as the initial technological innovation, and leading to the implementa-
tion of the chemzyme membrane reactor concept for continuous homogeneous
chemical catalysis, all of the relevant technologies are discussed.

2
Membrane Reactors for Biocatalysis

2.1
Enzyme Membrane Reactor Technology

The use of soluble enzymes in biotransformations presents significant advan-
tages over immobilized enzymes in terms of productivity, selectivity and eco-
nomics [1–2]. Immobilization procedures often lead to reduced activity due 
to covalent or physical attachment to a carrier and additional mass transfer
resistance within the particles. Furthermore, the immobilization step generates
extra catalyst manufacturing costs. The volume activity achievable in the
reactor is dependent on the specific activity of the carrier and the maximum
concentration of the carrier in the reactor. For carriers with low specific activi-
ties, the volume activity in the reactor is often limited. Maximum carrier con-
centrations are achieved in fixed bed operations with up to 40–50 vol% carrier.

These drawbacks can be overcome by direct application of soluble enzymes
in the reactor. To be economically competitive, the total turnover numbers 
of the soluble enzymes have to be in the same range as the immobilized ones.
The application of soluble enzymes in simple batch biotransformations leads
to the loss of the biocatalyst after each batch. The introduction of the enzyme
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membrane reactor (EMR) made it possible to retain the biocatalyst in the 
reactor, which enables enzyme lifetimes of several batches and continuous
process operation. Ultrafiltration membranes in the reactor reject the enzymes,
and only the solvent (for example water) and product are able to pass through
the membrane (Fig. 1). Depending on the reaction kinetics, the EMR can be 
operated in continuous, batch, or fed-batch mode.

Degussa introduced the first production scale EMR in 1981 after three years
of intensive and successful cooperation with Wandrey et al. It was used for the
production of enantiomerically pure amino acids via the acylase route [3–4].
In the meantime, Degussa has expanded this technology to different enzyme
systems, and several products are now produced by this technology.

For the successful development and operation of EMR-based processes,
several aspects of membrane technology, reaction engineering, and enzyme
engineering must be considered. These areas are considered in more detail 
below.

2.2
Aspects of Membrane Technology

Membrane technology is one of the key factors for the successful development
and operation of membrane reactor based processes. Rejection rates, specific
flux rates, fouling effects, and long term operational stability all significantly
influence the operating performance, capital investment and operating costs 
of the process.

Because most enzymes have molecular weights in the range of 10–150 kDa,
a molecular weight cut-off of 10 kDa is sufficient to obtain rejection rates �99%
for a large number of different enzymes. These very high enzyme rejection
rates are necessary to minimize enzyme losses at the filtration step. Figure 2
shows the relative contribution of enzyme costs as a function of the rejection
rate, R.
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Ultrafiltration membranes, which exclude macromolecules in the range of
1–500 kDa, are usually composite membranes, with an extremely thin layer of
homogeneous polymer supported on a much thicker supporting substructure.
The pores of the thin layer are much smaller than the pores of the rest of the
membrane, so that the thin layer is responsible for the cut-off and the filtration
resistance, while the substructure determines the mechanical strength of the
membrane.

The best polymer to use for the thin layer depends on the properties of the
enzyme. Reaction mixtures containing hydrophobic enzymes normally show
better filtration characteristics with hydrophilic membrane materials such as
regenerated cellulose or hydrophilized polyethersulfones. This is due to reduced
unspecific protein adsorption on the membrane surface. Hydrophobic mem-
brane materials such as polysulfone are preferred with hydrophilic proteins.

Two main types of reactor set-up are possible (Fig. 3). The first is a dead-end
filtration, where the whole solution is pumped towards the membrane (Fig. 3b).
In the second, the solution is pumped tangentially to the membrane (cross-flow
filtration) (Fig. 3a). Cross-flow filtration is more suitable for scale-up, as com-
plete filtration modules are commercially available and they can be operated in
parallel, which reduces the space required to a minimum. For initial laboratory
experiments, dead-end filtration is more suitable as the reactor volume is
smaller than in the cross-flow system, thus minimizing the amount of starting
material and solvent required.

Cross-flow filtration technology is often used for enzyme membrane reac-
tors in order to minimize the build-up of material, which can cause membrane
blocking. The liquid is circulated tangentially to the membrane surface and
sweeps the membrane clean of deposited particles or proteins.

Different membrane configurations are available for cross-flow filtration.
Plate and frame devices, tubular geometry, hollow-fiber cartridges, or spiral
wound cartridges are available. Because of low investment costs, compact size
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and simple scale-up, hollow-fiber modules are often preferred for homoge-
neous reaction systems. In contrast to reaction mixtures containing high solid
concentrations (whole cells, precipitated product, and so on), tubular mem-
branes or plate and frame modules are used.

Operating conditions have a strong influence on the achievable specific flux
rate. It is often believed that increasing the trans-membrane pressure DP will
increase the flux through the membrane. This actually only holds for low DP;
at higher DP there is no further flux increase. At high DP, the specific flux over
time deteriorates faster than with low DP. This is due to the formation of a
surface layer on the membrane, which is a function of DP and the specific flux
rate. As well as leading to longer filtration times, the specific flux falls con-
tinuously over the filtration time. Furthermore, for maximum confidence in
scale-up, it is helpful to keep the length of the membrane fibers and volume-
to-area ratio V/A constant when scaling up from laboratory to plant scale. In
contrast to the downstream part of the process, the reactor, including the mem-
brane system, usually operates efficiently at the pilot and production plant
scale, because it has been well studied and designed at the laboratory scale. Fig-
ure 3 shows the enzyme membrane reactor at Degussa at laboratory, pilot plant
and production scale.

Membrane Reactors at Degussa 293

Fig. 3 Cross-flow and dead-end filtration modules for the membrane processes, and enzyme
membrane reactors using hollow fiber membranes at different scales (A: lab scale, B: pilot
scale, C: production scale)



2.3
Scale-Up Challenges

Problems often occur if scale-up considerations and calculations are based on
an insufficient data set from lab scale experiments. Successful scale-up requires
proper process characterization and development at the laboratory scale, which
for membrane reactors means optimizing the reaction kinetics and the mem-
brane operation. The most critical areas for scale-up are enzyme inactivation
in large scale reactors and the long term performance of the membranes.
Higher inactivation rates at production scale can be due to higher shear forces
during mixing, larger gas-liquid surfaces, and higher substrate or temperature
gradients in the reactor. The effects of these parameters on the enzyme inacti-
vation rates have to be studied carefully in the laboratory and the results ap-
plied to the process design. The long term filtration performances of the mem-
branes depends mainly on fouling effects and the efficiency of the cleaning
process. As well as the membrane material, the operating conditions, such as
the trans-membrane pressure and the flow rate, influence the fouling charac-
teristics. These parameters have to be optimized in the laboratory with filtra-
tion modules that have the same filtration length as those used at production
scale. Scale-up of the membrane area should be performed by numbering-up
of the filtration modules. If these aspects are considered during the develop-
ment phase, the scale-up should be unproblematic.

2.4
Aspects of Enzyme Development for Membrane Reactor Applications

The soluble enzyme has to be very stable during the process for the process to
be transferred successfully to production scale. In the event of insufficient
enzyme stability, the enzyme has to be continually added to the process, lead-
ing to increased enzyme costs. In such cases the enzymes can either be im-
mobilized to give improved process stability, or optimized by evolutionary 
or rational protein design methods. For large-scale production, the enzymes
have to be available in large quantities at low cost. This is achieved by using 
recombinant strains with high expression levels and simplified downstream
protocols. Crude enzyme formulations are often sufficient for an industrial
process.

As an example, the acylase enzyme (acylase I; aminoacylase; N-acetyl amino
acid amidohydrolase; E.C. 3.5.1.14.) is available in large, industrial amounts
from two sources: porcine kidney, and from the mold Aspergillus oryzae. Results
on the operational stability of both acylases in a recycle reactor demonstrated
the high stability of the Aspergillus enzyme, whilst the renal enzyme was not
stable enough for long-term operation [5–7]. Stability investigations on the
acylase under process conditions showed that the enzyme concentration did
not have an effect on stability, but that pH values of <7.0 were detrimental to
the enzyme’s operating stability.
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The improvement in the process stability of formate dehydrogenase from
Candida boidinii was achieved by site-directed mutagenesis. The stability of the
wild type was limited because of oxidation of cysteine residues at the enzyme
active site. Using site-directed mutagenesis, cysteines were replaced by serine
at position 23 and by alanine at position 262. A positive side effect was an 
increased thermostability of 5–7 °C. The half-life of the new mutant in the 
reaction mixture was improved by a factor of four [8].

2.5
Aspects of Reaction Kinetics for Membrane Reactors

Membrane reactors can be operated in continuous, repetitive batch, or fed-
batch mode. Optimal operation conditions depend on the enzyme kinetics 
and the required productivity and conversion. If maximum conversion rates 
are required, batch operations show higher productivity than continuous 
reaction schemes. This is due to the fact that in continuous processes the sub-
strate concentrations are permanently low (often significantly below the Km
value) and product concentrations are high. From Michaelis-Menten kinetics
it can be shown that reaction rates under these conditions are far below the
maximum reaction rates. In batch reactions, the reaction rates are high at 
the beginning and decrease during the reaction. If maximum productivity is 
required, then continuous reaction schemes with only partial conversion are 
favorable. However, in these cases the downstream protocol is often more 
complicated and cost-intensive. The optimal operation mode has to be inves-
tigated for each individual process depending on the relevant constraints.
All operational modes can be implemented using EMR technology at an indus-
trial scale.

2.6
EMR Processes at Degussa

2.6.1
Acylase Process

The first industrial acylase process was performed by Tanabe Seiyaku using
immobilized acylase in a fixed-bed reactor. Takeda scaled up the process using
an immobilized enzyme in a fixed-bed column in 1968 [9]. Degussa introduced
a continuous acylase process employing the enzyme membrane reactor, based
on the work by Wandrey et al in 1981 [3–4], and transferred this technology
using soluble acylase to production scale in 1982 [10]. Since then, Degussa has
installed several membrane reactors for pilot, small, and large-scale produc-
tion. A variety of proteinogenic (alanine, methionine, valine, tryptophan) and
non-proteinogenic amino acids (O-benzlyserine, norleucine, norvaline) have
been prepared at Degussa in bulk quantities by resolution of the respective
N-acetyl amino acids [11].
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The d,l-amino acids are obtained via a Strecker reaction and acetylated
under Schotten-Baumann conditions to yield the N-acetyl-d,l-amino acid, the
substrate for the enzymatic resolution (Scheme 1).After the acylase resolution,
the l-amino acid is isolated from the reaction mixture by ion chromatography
and purified by crystallization. The nominal capacity of the plant dedicated 
to producing enantiomerically pure l-amino acids via enzyme membrane 
reactor technology using the acylase process is several hundreds of tons/yr. The
industrial process is illustrated for l-methionine in Fig. 4.

296 J. Wöltinger et al.

Scheme 1 Acylase route to l-amino acids

Fig. 4 Continuous production process via the acylase route



2.6.2
Dehydrogenase Technology with Integrated Cofactor Regeneration

Dehydrogenases offer the chance to produce enantiomerically pure compo-
nents from prochiral compounds such as a-keto acids in a single step in quan-
titative yield. Thus L-amino acids may be obtained by reductive amination or
optically pure alcohols by reduction. Racemization of the unreacted enantio-
mer, which is always a challenge when using simple hydrolysis systems, is 
no longer required. A disadvantage of the dehydrogenase technology is the 
requirement for cofactors (like NADH or NADPH) in equimolar amounts. This
process can therefore only be operated on a large scale if the cofactor is regene-
rated. Wandrey and Kula have developed an elegant regeneration of NAD+ to
NADH using formate to reduce the NAD+ generated by reductive amination.
The formate is oxidized irreversibly to CO2 by formate dehydrogenase (FDH,
E.C. 1.2.1.2.) [12].

The quantitative reductive amination of an a-keto acid substrate catalyzed
by an L-amino acid dehydrogenase coupled with FDH is very attractive, par-
ticularly for the production of unnatural amino acids or chiral alcohols, which
cannot be produced efficiently by fermentation. This technology has been 
operated at a production scale at Degussa since 1999 for the production of (S)-
tert.-leucine and (S)-neopentyl-glycine, important building blocks for a range
of pharmaceutical products (Scheme 2).
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Scheme 2 (S)-tert-leucine process

Using a substrate concentration of 0.5 M, L-tert-leucine was produced in a
continuous laboratory membrane reactor, with an average conversion of 85%
and a space-time yield of 638 g/(l d). For continuous operation, because the
molecular weight of NAD+ is only ~600 Da, the size of the cofactor has to be 
enlarged in order to ensure retention by the UF membrane. The cofactor can
be covalently bound to a water-soluble polymer such as poly(ethyleneglycol)
(PEG) with a molecular weight of about 20 kDa [13]. The total turnover number



over a period of two months was 125,000. For higher conversion yields at a
production scale, the reaction is run in a fed-batch mode to streamline the
downstream process. After completion of the reaction, the enzymes are re-
tained by an ultrafiltration (UF) membrane, while the product and unbound
cofactor permeate through the membrane. Nevertheless, the total turnover
number of the cofactor is so high that cofactor costs are still a negligible part
of the total production costs.

2.6.3
L-Ornithine Salts from L-Arginine and Arginase

l-Ornithine and its salts are of growing importance for the pharmaceutical 
industry, in parenteral nutrition (l-Orn·HCl and l-Orn acetate), in the treat-
ment of hepatic diseases (l-Orn·L-Asp and L-Orn a-ketoglutarate), or as start-
ing materials for pharmaceutical building blocks. The enzymatic hydrolysis of
l-arginine by l-arginase (l-arginine amidinohydrolase, E.C. 3.5.3.1.) is a very
attractive route to the large-scale synthesis of l-Orn, and it is highly competi-
tive with fermentative processes [14] (Scheme 3).
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Scheme 3 Production of l-ornithine using arginase

In order to obtain sufficiently high activity levels, native arginase from calf
or bovine liver is used instead of immobilized preparations. The enzyme mem-
brane reactor was preferred for this process because of the high solubilities of
reactants and products and because of the use of a soluble enzyme. Because of
mammalian arginase’s sensitivity to shear forces, the usual reactor concept with
pumped recycling leads to rapid deactivation of the enzyme during production.
To increase enzyme stability, a new reactor concept was developed using a
quiescent medium with hydraulic transport of substrate and enzyme solution
[15] (Fig. 5). Using stabilizing agents such as manganese ions and ascorbic acid,
the deactivation of enzyme could be further decreased. The process was con-



ducted on a pilot scale at enzyme consumption levels of less than 400 units per
kg l-ornithine at 83–88% conversion.

3
Membrane Reactors for the Separation of Homogeneous Catalysts

In contrast to separations of biocatalysts, which are achieved by membrane
technology using commercially-available ultrafiltration membranes which
make use of the high molecular weight of the enzyme, homogeneous chemical
catalysts cannot be separated by this process. As well as the low molecular
weight of the catalyst, the nature of the solvent also comes into play. Reactions
accelerated by biocatalysts are usually carried out in water, whereas reactions
using homogeneous catalysts are run in organic solvents. The membranes used
for the separation of biocatalysts are unstable in organic solvents, but recently
nanofiltration and ultrafiltration membranes resistant to organic solvents have
become commercially available, allowing the separation of homogeneous
catalysts with membrane technology.

Chemical catalysts are separated from the product by three main techniques:

– Separation of the catalyst during work-up of the whole reaction solution
– Separation of a catalyst bound to a heterogeneous support by filtration
– Using a fixed-bed reactor with the catalyst bound to an insoluble polymer

All three approaches have their disadvantages. One is the loss of catalyst, the
other is the reduced activity of a heterogeneously bound catalyst compared
with a homogeneous one. However, one advantage of heterogeneous over homo-
geneous catalysts is their easy recovery.

In a membrane reactor, a combination of the advantages of homogeneous
and heterogeneous catalysis can be achieved by attaching a low molecular
weight catalyst to a high molecular weight polymeric support. To obtain similar
activity to the native catalyst, the support has to be soluble in the reaction
medium.
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Fig. 5 Alternative process design of the enzyme membrane reactor without mechanical 
agitation



The left hand side of Fig. 6 depicts the principle of an enzyme membrane
reactor. The enzyme is held back by the low cut-off of the membrane, while low
molecular weight compounds such as products and substrates can pass
through the membrane easily. By setting a suitable residence time, the reaction
runs to completion and only the product leaves the reactor with the permeate.
The enzyme remains in the membrane reactor and is available for further
transformation.

The right-hand side of this figure shows the chemzyme membrane reactor
(CMR). In contrast to the single active site of the enzyme, an attachment of
several homogeneous catalyst molecules to the polymeric support is possible.
These perform the reaction and the product leaves the reactor via the mem-
brane. Due to the high molecular weight, the chemzyme (chemical enzyme)
cannot pass through the membrane and is retained. By applying this technique,
it is not only easy to separate the catalyst from the product, but it is also possible
to increase the total turnover number of the catalyst.

3.1
Research Scope

The key to the success of a chemzyme membrane reactor is in the combination
of expertise from three separate research areas, as shown in Fig. 7.

3.2
Chemistry Research

The first area deals with the homogeneous catalyst. The catalyst has to meet
requirements of stability and activity for the desired reaction but must also be
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Fig. 6 A comparison between enzymes and molecular weight-enlarged homogeneous
catalysts



easy to synthesize. This is important for a commercial catalyst, as modification
of the catalyst is usually required to enable connection to the polymer support.
When using a metal-ligand system, such as is found in many hydrogenation
catalysts, the binding of the metal to the ligand is also extremely important.

3.3
Polymer Research

The second requirement is a good knowledge of polymer chemistry. To use it
in a CMR, the polymeric support has to be soluble in the reaction medium. The
polymer has to be stable towards degradation and interaction of the support
with the catalyst or the product, and the correct linker group has to be chosen
to bind the catalyst to the polymer.

Three main polymer structures are possible. The architecture of the polymer
is expected to play a major role in the retention of the polymer by the mem-
brane.

The size of a linear polymer is correlated with the molecular weight (MW),
so a high MW will lead to better retention for a given membrane (Fig. 8). How-
ever the viscosity of the polymer solution will also increase with MW, so that
a balance between retention and ease of handling must be achieved.An example
of a linear polymer is polystyrene prepared by radical polymerization, which
can be run on a large scale. However the molecular weight distribution of poly-
mer must be narrow to achieve a balance between solubility and viscosity.

Polymeric supports can also be prepared in the form of star-shaped struc-
tures or dendrimers. These tend to have a narrow molecular weight distri-
bution, but a more complex manufacturing process (particularly for the star-
shaped polymers). With a dendrimer, the catalyst active sites are arranged on
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Fig. 7 Important research areas for continuous processing in a CMR



the “surface” of the ball-shaped chemzyme. The accessibility of low molecular
weight starting materials, or products, to the catalytic center is higher for a star-
shaped polymer than for a linear polymer.

3.4
Engineering Research

A good engineering approach is also required for a successful chemzyme mem-
brane reactor. The solution of the starting materials has to be pumped through
the reactor under constant flow conditions, while the membrane is chosen so
that >99.95% of the polymer bound catalyst will be retained. The membrane
must also be stable in pure organic solvents. Fortunately, solvent-resistant
membranes with a cut-off in the range 500–20,000 Da are now commercially
available. It is necessary to adapt the MW of a polymer-supported catalyst to
the membrane for a given cut-off.

The higher the cut-off, the larger the supported chemzyme. However a
chemzyme that is too large leads to a higher viscosity solution in the mem-
brane reactor and the need for a high trans-membrane pressure. On the 
other hand, a low cut-off can also result in a high trans-membrane pressure,
even though the MW of the chemzyme can be reduced. The solvent or solvent
mixture chosen also influences the trans-membrane pressure, depending 
on the membrane material used (ceramic or different types of cross-linked
polymers).
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Fig. 8 Residue of a polymer with a certain retention after 48 residence times



3.5
Applications of the Chemzyme Membrane Reactor

One of the main types of homogeneous catalyst is a chiral or achiral ligand
complexed to a metal; the presence of the metal being essential for the reaction.
Most hydrogenation catalysts such as DuPhos, Deguphos, BiNAP, or PhanePhos
are members of this group. The second group of homogeneous catalysts, which
is much smaller, contain no metals. This second group is also very interesting
in terms of the reactions catalyzed. Both are described in this chapter.

3.5.1
Borane Reduction

In 1997 Wandrey and co-workers published the synthesis of a modified prolinol
and its coupling to a polysiloxane (Scheme 4) [16]. The polymer-bound prolinol
was converted to the corresponding oxazaborolidine 1, which was then used for
the borane reduction of prochiral ketones.The yields and enantiomeric excesses
obtained were the same as for those obtained with the monomeric oxazaboro-
lidines.
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Scheme 4 Oxazaborolidine catalyst bound to a polysiloxane

Kragl and Wandrey published details of the first continuously operating
chemical membrane reactor that operated with comparable enantiomeric excess
and yields to monomeric catalysts in 1998 [17–19]. Running the membrane 
reactor in a dead-end mode, a range of prochiral ketones were reduced, using
two different polymer-bound oxazaborolidines as catalysts (Scheme 5). The
continuous process was run with optimal conversion and enantiomeric excess
for a period of 60 h, and total turnover numbers (TTN) of up to 560 were obtain-
ed, compared to a TTN of between 5 and 20 for monomeric oxazaborolidines.
This represented a significant improvement in catalyst utilization. The reactor
works under stable conditions until the catalyst concentration drops below a
critical value. There are two possible reasons for this:

a. leaching of the polymer-bound catalyst
b. deactivation of the catalyst

Both of these processes lead to first-order, negative exponential behavior.



The laboratory CMR arrangement is depicted in Fig. 9. A 10 ml stainless steel
chemzyme membrane reactor, equipped with a nanofiltration membrane, is
charged with catalyst, and the ketone and borane solutions are charged simul-
taneously via the dosing pumps. The residence time in the reactor can be varied
by altering the flow rates. Methanol is added downstream of the reactor to
quench the excess of borane and prevent uncatalyzed reduction of the ketone,
which would lead to a degradation of the enantiomeric excess.

Further improvements were achieved by using more stable oxazaboroli-
dines. It was found that the molecular weight-enlarged b-alkyl-oxazaboro-
lidines were less moisture sensitive than the b-H-oxazaborolidines, mirroring
the results found with the unsupported oxazaborolidines. Figure 10 shows the
conversion and enantiomeric excess for the reduction of tetralone 4 with
borane in the presence of a polysiloxane-bound stable b-methyl-oxazaboroli-
dine 6 [20]. Constant values were found for conversions and enantiomeric
excesses over more than 200 residence times, with a TTN of 321, assuming no
catalyst leaching. The tetralone and borane feed concentrations were doubled
after 143 residence times and again after 168 residence times, giving a final
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Scheme 5 Two different molecular weight-enlarged oxazaborolidine catalysts on a poly-
styrene backbone

Fig. 9 Set-up for continuous ketone reduction with borane



tetralone feed of 2 mol/l. Again assuming no catalyst leaching, a space time
yield of 1.42 kg/(l d) could be achieved.

Assuming the catalyst did not lose activity and selectivity, the main reason
for the decrease in selectivity after 207 residence times is catalyst leaching. At
this point, the uncatalyzed borane reduction of the ketone begins to dominate,
and the enantiomeric excess decreases as the catalyst is lost through leaching.
It can be calculated that an amount of 1.2 mol% of catalyst is required to run
the borane reduction of tetralone with optimal conversion and enantiomeric
excess. By using a polystyrene-bound molecular weight-enlarged catalyst 7
with a higher retention factor, optimal conversion was achieved over 355 resi-
dence times (Fig. 11). With a one-hour residence time, this gives a continuous
operation period of more than two weeks, and a TTN of 1374 [21–22].

3.5.2
Juliá-Colonna Epoxidation

This second example uses a metal-free homogeneous oligopeptide catalyst
bound to a polymer for the CMR reaction. The reaction catalyzed in this case
is the Juliá-Colonna epoxidation of a,b-unsaturated ketones of the chalcone
series [23].

The laboratory equipment for the epoxidation reaction is similar to that used
for the borane reduction. The two reagent streams are charged to the 10 ml
stainless steel reactor, using mass flow meters to control the flow rates better.
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Fig. 10 Continuous reduction of tetralone using polysiloxane-bound oxazaborolidine as
catalyst



The standard poly-l-leucine catalyst, which is widely used for the Juliá-
Colonna epoxidation, remains insoluble under all of the reaction conditions
used. The first homogeneous version of this reaction using trans-chalcone 8
was only reported recently. However, the conversion observed was only 39%
after 1 h and 80% after 24 h, with an ee of 95–98%. This is a good starting point
for further development of the process in the chemzyme membrane reactor,
as the catalyst concentration can be increased to speed up the reaction without
a correspondingly large increase in the catalyst cost. Using the CMR technique,
increasing the reaction rate, and recycling the catalyst in situ, the catalyst cost
per kg of product and the total manufacturing cost can both be reduced.

As with the borane reduction, the work was focused on linear polymers. Two
types of soluble polymer enlarged oligo(L-leucine) were prepared (Scheme 6).
The approach to catalyst 12 involved the co-polymerization of one equivalent
of commercially available O,O-bis(2-aminoethyl)-poly(ethyleneglycol) 20,000
10 with 16 equivalents of l-leucine-N-carboxyanhydride 11 in CHCl3. It was
found that the resulting poly(ethyleneglycol)-supported oligo(l-leucine) 12 can
act as an efficient homogeneous chiral catalyst in the epoxidation of trans-
chalcone 8 using urea-hydrogen peroxide adduct as the oxidant. The optically
active epoxyketone 9 was obtained with a conversion of 99% and an ee of 94%
after 15 minutes of reaction.

When the polystyrene-supported catalyst 14 was used, an ee of up to 97%
and a conversion of 92% after 60 min was observed. These remarkable results
observed in batch reactions demonstrated the potential of the new catalysts 
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Fig. 11 Continuous reduction of tetralone using polystyrene-bound oxazaborolidine as 
catalyst



for the continuous reaction, the results of which are presented in Fig. 12 for the
catalysts 12 and 14.

In the first experiment with catalyst 12, a conversion of up to 86% and an ee
of up to 90–95% were observed over 25 residence times. The addition of freshly
prepared urea-H2O2 solution after 45 residence times leads to a renewed in-
crease in conversion as well as in enantiomeric excess. The reason for the drop
in enantioselectivity of catalyst 12 under the reaction conditions cannot be
adequately explained. While the conversion of chalcone 8 using the poly-
styrene-supported catalyst 14 dropped significantly to 47% after 28 residence
times, little loss of selectivity was observed (still over 90% ee). The reactor was
operated until the concentration of active oligo(L-leucine) 12 or 14 dropped 
below the critical value at residence time 50. As the retention of catalyst 14
(98.99%) is comparable to, and even higher than, that of catalyst 12 (98.89%),
it can be assumed that deactivation of catalyst 14 dominates over its leaching
through the membrane.
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Scheme 6 Synthesis of homogeneous oligo(l-leucine) and its use in asymmetric epoxidation



The polymer catalysts 12 and 14, which were employed in the continuous
reactions, were recovered and reused for batch epoxidations, and no decrease
in ee (up to 97%) and conversion (around 85% after 60 min) was observed.
It has been demonstrated that catalyst retention in the reactor solves catalyst
recovery problems and provides a simple reaction procedure associated with
high catalyst activity and selectivity.

3.5.3
Asymmetric Opening of Meso-Anhydrides

The third process for the membrane reactor was another metal-free catalytic
process, the asymmetric ring opening reaction of meso-anhydrides [24]. The
products of this reaction can be used, for example, as precursors for chiral 
b-amino acids. As with the borane reduction and the Juliá-Colonna epoxida-
tion reaction, the asymmetric opening of anhydrides with cinchona alkaloids
suffers from a requirement for long reaction times (>24 h) and large amounts
of catalyst.

cis-4-Cyclohexene-1,2-dicarboxylic anhydride 15 was chosen as a model
substrate, since it can be opened using the commercially available (DHQD)2-
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Fig. 12 Conversion plots for the continuous reactions using catalysts 12 and 14



AQN catalyst within 15 min at room temperature in methanol when 100 mol%
of catalyst is used (Scheme 7).

The homogeneous polystyrene-attached catalyst 17 was less active than the
native catalyst and full conversion was only reached after 1 h with, however,
a high selectivity. The reaction arrangement was similar to that used for the
epoxidation reaction; the two process streams being toluene/anhydride and
toluene/methanol solutions.

The conversion and ee values for the continuous reaction are shown in
Fig. 13a. The steep decline in both ee and conversion are not due to catalyst
leaching, even though catalyst retention is poor at 95.4%. Batch experiments
showed that the amount of catalyst 17 remaining within the reactor after
20 runs is sufficient for high conversion after 1 h.An increase of methanol from
10 to 20 equivalents increased the conversion from 60% to 90% after 20 resi-
dence times and a further methanol increase to 30 equivalents led to a conver-
sion of 95%. In both cases, the ee value was almost unaffected and remained at
a level of 50%. Furthermore, the decline in the ee value cannot be explained 
by catalyst leaching, since the uncatalyzed reaction between anhydride 15 and
10 equivalents of methanol, leading to racemic product, is slow (12% conver-
sion after 24 h).

Batch experiments with different amounts of product present during the
reaction showed that product inhibition was responsible for the decline in both
ee and conversion, leading to the conclusion that this reaction is not suitable for
a continuous process because of the high product concentration inside the 
reactor.A repetitive batch reaction is more suitable in this case, as the complete
reaction volume is changed after completion of the reaction, and high values
of conversion and ee should be achieved. The repetitive batch experiments
showed that an improvement in ee and conversion was possible by changing
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Scheme 7 Model reaction for the asymmetric opening of meso-anhydrides



from a continuous to a semi-batch process. Conversion was maintained at
>90% over 18 cycles, but the ee-value dropped to below 40%. If a washing step
between cycles is introduced, there is only a slight increase in conversion, but
the ee increases significantly to 60% (Fig. 13b).

In both experiments, selectivity did not drop further after the initial decrease
during the first few runs in the repetitive batch mode. This, together with NMR
studies of recovered polymer-supported catalyst showing two molecules of
product attached to each AQN-Ligand, provided further evidence for product
inhibition. Enhancement of the washing procedure between cycles should
result in reconstitution of the original catalyst,and high conversion and enantio-
selectivity should be possible throughout the repetitive batch cycle. Never-
theless, these results demonstrated the principle of the chemzyme membrane
reactor, albeit in semi-batch mode. Over 18 cycles in this mode, the amount of
catalyst required was 5.6 mol% per batch, and this would decrease further if
subsequent cycles were run.
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Fig. 13 a Conversion (filled diamonds) and ee (filled triangles) values for the continuous
ring-opening of anhydride 15. b Conversion and ee values for two repetitive batch reactions.
Repetitive batch 1 (filled squares and filled triangles): catalyst not washed between runs;
repetitive batch 2 (filled diamonds and filled circles): catalyst washed between runs. Con-
version and ee values were determined by HPLC

a

b



Transferring a metal catalyzed reaction to a continuous reaction system raises
another question: will the metal remain bound to the polymer-attached ligand,
or will the metal leach out through the reactor membrane? This question was
examined by studying the transfer hydrogenation and the Sharpless dihydro-
xylation. Here the binding of the metal to the ligand is different in each case, and
they are therefore appropriate for the study of continuous operation in a CMR.

3.5.4
Transfer Hydrogenation

The transfer hydrogenation was, like the borane reduction, evaluated in co-
operation with Wandrey’s group [25]. The well-known asymmetric reduction
of acetophenone was chosen in order to obtain results that could be compared
with a large number of batch reaction results. The tetradentate Gao-Noyori
catalyst was attached via a linker to a polysiloxane, which is soluble in the iso-
propanol solvent. The solubility was additionally improved by attaching polar
tris-(2-methoxyethoxy)silyl groups to the polysiloxane backbone (Scheme 8).
The addition of a cosolvent (dichloromethane) permitted a high catalyst con-
centration to be used, which accelerated the completion of the reaction in the
continuous mode.
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Scheme 8 Polymer-bound Gao-Noyori catalyst

The challenge in continuous transfer hydrogenation is the irreversible deac-
tivation of the catalyst by oxygen, requiring the complete exclusion of oxygen
from the reaction system. Because of the sensitivity of the catalyst to water this
has to be excluded as well. However, catalyst deactivation by water is reversible
and can be compensated for by continuous dosage of isopropanol.

The constant dosage of isopropanol into the reactor resulted in a slow but
constant degradation of the polysiloxane backbone. Cyclosiloxane fragments
were detected in the permeate by GC. This is not acceptable for a continuous
system and the backbone has to be changed for industrial applications. Never-
theless, the loss of catalyst by degradation was compensated for by adding small
amounts of polymer attached catalyst to the feed stream, and a TTN of 2880
with a space time yield of 560 g/(l d) was obtained, with stable conversion at
~80% and with ee at 94%. The results of this trial are presented in Fig. 14.



3.5.5
Sharpless Dihydroxylation

Compared with the example above, where there is a defined tetradentate bind-
ing of the metal to the ligand, in the Sharpless dihydroxylation there is only a
weak attachment of the metal to the alkaloid ligand. This reaction is therefore
a good test of the scope and limitations of the chemzyme membrane reactor
[26]. The conversion of homocinnamic acid 19 to the corresponding dihydroxy
compound 20, a building block for HIV-protease-inhibitors, was chosen as a
model reaction (Scheme 9).
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Fig. 14 Continuous transfer hydrogenation: enantiomeric excess/conversion versus time

Scheme 9 Sharpless dihydroxylation of homocinnamic acid 19 with the molecular weight-
enlarged AQN-catalyst



The Sharpless dihydroxylation reaction is run in a solvent mixture in the
presence of a salt. Two protocols are available. The first is the use of potassium
hexacyanoferrate in tert-butanol/water, while the second involves NMO as
oxidant in a 9:1 acetone:water mixture. The second method was investigated in
the CMR reactor since it is easier to perform, although the ee values reported
are lower. The main aim of the study was to investigate the leaching of osmium
from the ligand in the CMR.

Higher concentrations of osmium and ligand, and an increase in tempera-
ture from 0 °C to ambient temperature were used to reduce the reaction time
to 2 h in the CMR. The high concentrations of catalyst can only be economic in
a continuously operating CMR. No loss of selectivity and activity was found
under these conditions. The apparatus used was similar to that used for the pre-
vious reactions, and is shown in Fig. 15. This demonstrates the flexibility of the
CMR concept, which is able to accommodate a wide range of processes.

Figure 16 shows the course of one CMR experiment. The initial conversion
and ee were both about 80%, only slightly less than in batch experiments. How-
ever, the conversion drops very quickly to only 18% after six residence times,
without a change in the ee value. This is clearly due to leaching of osmium
rather than of the ligand.After six residence times, 23% of the initial potassium
osmate concentration was added continuously along with the NMO, which led
to an increase in the conversion rate to the initial levels. The conclusion is that
the polymer-bound ligand 21 could be retained by the membrane, but that the
weakly bound metal was easily leached under the reaction conditions.
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Fig. 15 Arrangement of the CMR reactor for continuous Sharpless dihydroxylation. The
reaction vessel was rinsed with the solutions of raw materials 1 and 2 before dosing the
catalyst solution. During Catalyst solution changing, the addition of raw material stream 2
was stopped briefly. As soon as the catalyst was in the reactor, solutions 1 and 2 were added
continuously again



3.6
Conclusion

These results highlight the scope and limitations of a chemzyme membrane
reactor.A homogeneous catalyst retained by a membrane is only practical if the
catalyst is required in large quantities, because of the increased synthetic work
incurred. This is appropriate, for example, for the borane reduction or the
asymmetric opening of anhydrides. The results of the transfer hydrogenation
experiments indicate that a metal-bound catalyst can be used in a continuous
system without deactivation by metal leaching, but only if there is strong bind-
ing between the metal and the ligand to prevent leaching. The Sharpless dihy-
droxylation demonstrated that weak metal-ligand binding results in the loss of
the metal through the membrane. In this way, the CMR can be used to study the
strength of the bond between ligand and metal in a practical set-up.

The practical advantage of a membrane reactor operating in a continuous
mode is that it allows a large increase in catalyst loading, or in reaction tem-
perature, to reduce the reaction time, while keeping the manufacturing cost at
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Fig. 16 Progress of the continuous dihydroxylation reaction, showing conversion and ee

Table 1 Comparison between batch and continuous mode processes

Catalyst Product Produc- TTN Solvent
tivity 
(g/l/d)

l-acylase l-methionine >10 – water
FDH/LeuDH l-tert.-leucine 638 125,000 water
PS-bound oxazaborolidine 7 tetralone 1,420 1,374 THF
original Corey oxazaborolidine tetralone – 10 THF
polysiloxane-bound catalyst 18 acetophenone 560 2,880 isopropanol
original Gao-Noyori catalyst acetophenone – 100 isopropanol



a low level. As the catalyst can be recycled in situ, the catalyst cost per kg of
product can be reduced to a level below that achieved in a conventional system.

The advantages of a continuous system over batch operation are summar-
ized in Table 1.

3.7
Summary and Outlook

Membrane reactors are a technological concept for the recycling of homo-
geneous catalysts. The limitations of using heterogeneous systems, such as
reduced specific activities, impaired selectivity, and higher cost can be over-
come by using homogeneous catalysis. This concept is suitable for both chem-
ical and biocatalysis. The current focus of Degussa is to extend this technology
platform to other chemical or biocatalysts in order to produce additional prod-
uct classes, such as chiral alcohols or esters. Other reactor concepts are being
tested which will allow the use of whole cells rather than the isolated enzyme.
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